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Preface 

 

 

This report provides an overview of current applications and research trends in the 
field of human-computer interaction. It especially focuses on secondary tasks and 
discusses various topics ranging from system security, automotive interaction, and 
multitasking to ambient displays. 

During the winter term 2013, students from the Computer Science Department at 
the Ludwig-Maximilians-University in Munich did research on specific topics and 
analyzed various publications. This report comprises a selection of papers that 
resulted from the seminar. 

Each chapter presents a survey of current trends, developments, and research with 
regard to secondary tasks. Although the students’ background is computer 
science, their work includes interdisciplinary viewpoints such as theories, 
methods, and findings from interaction design, ergonomics, hardware design and 
many more. Therefore, the report is targeted at anyone who is interested in the 
various facets of current topics in HCI. 
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Gesture Interaction while driving a vehicle

Julia Bugl

Abstract— Several interaction techniques with robots, gaming medical and public displays have been explored before the invention of
gesture interaction in cars. In this paper touchless gesture interaction with in-vehicle functions are presented and analyzed. Possible
tracking systems which are able to recognize adequate in-car gestures are described. Some feet, head and head experiments are
presented. Advantages and limitations of gesture interaction are then shown by means of realized experiments.

Index Terms—hand gesture, head gesture, feet gesture, gesture interaction, contact-free, input modality, in-car interaction

1 INTRODUCTION

To inform about feelings, ideas or interests humans use bodily action.
For every kind of expression people use different expressive actions
[2]. People refer to something by pointing at it and use their hands
to suggest an object or process or to indicate agreement. Gestures are
a universal form of expression and although body language is sponta-
neous it can be regulated to social convention. In the following chapter
different examples for gesture interaction techniques will be presented.
For the interaction with in-car devices the gesture formed by the driver
is recognized directly by a system [7]. The gesture of the hand, head
or foot contains all the information needed which is then processed
by a recognition system. That means that the movement is not ex-
pressed through a transducer. Transducers are used for haptic interac-
tion. There it is not important how the gesture looks like, just which
button was pressed, turned or pushed regardless how strong or long
the gesture was. In this paper you will see designed gestures interact-
ing with in-vehicle systems in a contact-free way executing in-vehicle
tasks.

2 CATEGORIZATION OF IN-VEHICLE TASKS

There are three types of tasks which can be performed in a car. Primary
tasks are the first important actions which enables the driver to drive a
car. With growing technology more and more secondary and tertiary
tasks are introduced into cars. Some example are mentioned in the
following definition of in-vehicle tasks [1]:

• The primary task is necessary for the driver to control the car
in a secure way. Primary tasks include operations accomplished
by utilizing the steering wheel as well as accelerator and break
pedals. Examples for primary tasks would be to steer to another
roadway or stabilizing the car after a maneuver. Another primary
operation is to consider the road the driver wants to take to drive
from point A to point B, thus the whole driving process.

• Examples for secondary tasks are ”putting on the turn signal,
honking, and turning the headlights up and down”[1], thus re-
actions of the driver depending on the road situation. They are
necessary but not essential to control the car on the lane.

• On the contrary to secondary tasks, tertiary tasks are used to
accommodate features which do not directly concern the actual
driving situation itself. Putting on the radio, operate the naviga-
tion system, stop the car heating or answering a phone call would
be some examples for a tertiary operation.

Julia Bugl is studying Media Informatics at the University of Munich,
Germany, E-mail: julia.bugl@campus.lmu.de This research paper was
written for the Media Informatics Advanced Seminar ’Secondary Tasks’,
2013/2014

3 CLASSIFICATION OF THE SECONDARY TASK

The secondary task can be divided into five categories [23]:

• A manual only task is for example to indicate the turn signal
when driving. A driver should be able to perform this task by
one hand without looking at his action

• Manual primarily tasks require the driver to look to find the con-
trol first and then adjust it in a new way

• For visual only tasks manual input is not requested. They are
only visual and provide constantly information while driving

• Visual primarily tasks require some manual input but they are
above all vision based

• For visual-manual tasks there are two possibilities: The driver
makes additional manual input after collecting visual informa-
tion, and the driver can also obtain more visual information by
making some manual input [23]

The aim for the development of gesture interaction systems is to trans-
form visual- into manual-based tasks in order to ensure less eye control
on devices. The aim is that the driver concentrates on the road in order
to improve the safety of car driving [23].

4 CLASSIFICATION OF THE PRIMARY GESTURE

The primary gesture is the term for gestures used consciously to com-
municate an idea, feeling or mood to another person [13]. In this sec-
tion only relevant kind of primary gestures as input modality for in
vehicle-system will be mentioned. The primary gesture can be exe-
cuted with the whole body or with only a part of the body, mostly
with the hands and the head. The most explored primary gesture until
now is the hand gesture. Geiger [13] differentiates between dynamic
and static hand gestures but only takes dynamic hand gestures into
account as the static hand gestures are mostly artificial and until now
nearly no static gesture has been observed in participants behavior dur-
ing hand gesture experiments. Pickering et al. [23] emphasizes that
when observing human-to-human communication dynamic gesticula-
tion appear much clearer than static gestures. The dynamic gesture
is a fluent gesture of the body whereas the information is automati-
cally transferred through the way the person creates the movement.
The dynamic movement of body parts can be selected into following
categories [13]:

• The mimic gesture imitates an object, a person or a process, for
example, the imitating gesture to hang up the phone.

• The kinematic gesture shows a change of direction during the
movement, like waving the hand from the right to the left side.

• The symbolic gesture describe abstract features like emotions,
mood or feelings, everything but objects, for example the ”thumb
up” symbol to convey a feeling of agreement [13].
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The dynamic hand gesture is the most common way of touchless ges-
tural input modality for cars and has been experimented more then any
other body gesture (see chapter 4). The hand gesture can be executed
in a discrete or continuous way.

4.1 The discrete gesture
With a discrete hand gesture a person conveys a certain content and ex-
pects one specific reaction as consequence. The movement is a closed
and fast movement causing one certain reaction, also called indirect
manipulation. The transition from a discrete to a continuous gesture is
fluent [13].

4.2 The continuous gesture
The continuous gesture begins more slowly than the discrete gesture
providing direct manipulation. That means that during the movement
of the hand the actual system condition changes. In this case the direc-
tion and the amplitude of the movement convey information. Direct
manipulation would be useful to adjust the volume of a music player,
for example. This kind of hand gesture belongs to the category of the
kinematic gesture [13].

5 RELATED WORK

Before touch-free interaction for in-vehicle functions was introduced
and widely explored, gesture interaction for several other purposes
were invented. These are presented in the following chapter.

5.1 Foot Gesture Interaction
The first invention of touchless gesture interaction with a car have been
the contact-free opening of the tailgate through a foot gesture [8]. In
(figure 1) a BMW 3Series and a man with his hands full of shopping
bags who wants to load the boot of his car, is represented. Instead of
letting all the bags on the floor and look for the key he is able to open
the tailgate with a movement of the foot (see figure 1). This invention
is meant for a contact-free and easier way to open the tailgate of the
car whenever your hands are not free to act. For the recognition of
the foot gesture a sensor unit is situated near the tailgate. This can be
done for every kind of vehicle doors [15]. In order to prevent incorrect
triggering of the sensor unit by unauthorized persons and animals, the
sensor unit is coupled to a fully automatically opening door locking
system (keyless go). The vehicle door can only be opened if the door
locking system is, for example, released by a radio key of the vehicle
user and the car key is close enough to the sensor unit.

Fig. 1. Man opening tailgate through a foot gesture [8]

5.2 Gesture Interaction with medical instrumentation
In a operation room the spread of infection is fast and can contaminate
easily the patient and the surgeon. The aim of using gesture interaction
in the health care environment is controlling and ”accessing informa-
tion while maintaining total sterility” [31]. Nishikawa’s et al. [21]
novel design is called ”FAce MOUSe”. It is able to control a laparo-
scope (medical instrument used by surgeons) in a contact-free fashion.

The surgeon only has to perform the appropriate face movements in
front of the FAce MOUSe to be able to move the laparoscope in the
respective position without touching it during the operation. To recog-
nize the surgeon’s facial movements in real time a robust image-based
system is used.
The ’Gestix’ is a real-time hand-tracking recognition system to cap-
ture hand gestures and interpret them [31]. Through ’Gestix’ the doc-
tor can poke magnetic resonance images (MRI) in an easy interaction
without touching the display and react fast without changing his lo-
cation during the operation (see figure 2). Until up to 5 meters from
the camera the hand gesture recognition has a good accuracy. ”The re-
sults of two usability tests (contextual and individual interviews) and
a satisfaction questionnaire indicated that the Gestix system provided
a versatile method that can be used in the OR to manipulate medical
images in real-time and in a sterile manner” [32].

Fig. 2. Using the novel system ’Gestix’ to browse medical images [31]

5.3 Gesture Interaction with robots

”Hand gestures involve valuable geometric properties for navigational
robot tasks” [31]; That means that robots have to be able to perform
complex operations controlled through hand gestures of a human. A
person could for example tell the robot where to go through a pointing
gesture, where to place its gripper, what to grip and then which kind
of task it has to execute for you. To take a glass out of the cupboard
difficult to reach, or tidy up clothes from the floor are two examples.
Especially people with mobility impairments, who are not able to ac-
complish all the house tasks on their own, would be able to direct the
robot in a comfortable way only by imitating the gripper gesture of the
robot. For people with worse physical limitations who can not move
their hands the robot interaction would be senseless.
Several researches on human-robot interaction have been made.
Stiefelhagen et al. [30] want to ”improve natural human-machine in-
teraction with human-friendly robots”. Through the tracking system
the 3D-positions of the users head orientation and the direction of the
pointing gestures that are performed by the user can be recognized and
detected. Other movement naturally performed by the user can also be
recognized. The robot is also able to recognize speech input at the
same time the gesture is performed. Thus the user can convey through
a gesture to the robot where it is supposed to go and tell what it should
do. For example, The user could point at a glass and tell the robot to
put it into the cupboard.

5.4 Gesture Interaction with public displays

This projected window display [28] allows the user to navigate through
a catalogue of products without touching the screen (see figure 3). The
screen is situated behind the shop vitrine to make sure not to become
a victim of vandalism by passers-by. The shop has the advantage to
make live advertising by exposing its products to the public and it
makes it even more attractive that the pictures can be turned over to
more products. One of these gesture recognition public displays was
built by the company Simbioz [29]. Simple screens situated in big
shopping malls to entertain people (see figure 4) or vision-based games
are already available on the market, too.
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Fig. 3. Display Interaction while shopping [28]

Fig. 4. Display Interaction for entertainment purposes [29]

5.5 Gesture Interaction for gaming
Hoysniem et al. [16] are developing a Vision-based game, called
QuiQuis Giant Bounce. Through this kind of game, players are forced
to move their upper body, hands and head while playing. QuiQuis Gi-
ant Bounce have been developed especially for children aged 4 to 9.
Most of them are used to play regularly computer games and mostly
spend the playing time sitting on the couch. This vision-based game
gives children the opportunity to use their physical strength while play-
ing. To find out which gestures are adequate to control the avatar in
the game, traditional usability tests with children have been made for
further implementation of algorithm and avatar animations (the avatar
used in this game is a dragon). According to the results of the usability
tests gestures have been adapted to the children’s preferences to ma-
nipulate the action of the dragon [16]. In the QuiQuis Giant Bounce
speech input can also be combined with gesture interaction: for ex-
ample, simultaneously with the shouting of the gamer [16] the dragon
would spit fire (see figure 5). Besides hand, head and torso ”holistic
movements such as jumping, running and even richer combinations
for the benefit of childrens physical development” will be introduced
in this game [16].

Fig. 5. Child controlling the avatar movements through gestures [16]

5.6 Adequate hand gestures used for in-vehicle systems
In the Introduction the definition of different kind of gesture have been
described. Several experiments have been made about which gesture

is feasible and fits to which in-car function. Among others Geiger [13]
examined them more closely and presents the gestures which are pos-
sibly adequate for manipulating in-vehicle systems. In the following
some examples for discrete and continuous hand gesture are shown.

5.6.1 Discrete hand gesture
As mentioned in the Introduction there are three types of usable ges-
ture for in-car systems [13], kinematic, symbolic and mimic. In the
following graphic (see figure 6) one example for each type is demon-
strated. Picture 1) shows a kinematic waving of the hand to the right
side which could serve to manipulate a music player, for example,
changing to the next song. The kinematic waving is the most em-
ployed movement among all in-car gestures. Picture 2) shows a sym-
bolic pointing gesture which could have the function to select a menu
item. Picture 3) is a mimic hand gesture. It represents a hand an-
swering the phone which could be used to do exactly this, answer the
phone.

Fig. 6. Adequate discrete gesture [13]

5.6.2 Continuous hand gesture
For the direct manipulation of a system following gestures [13] have
been tested as adequate and accepted by the test drivers (see figure
7). The left picture is a kinematic gesture which moves a object in a
horizontal direction, for example to relocate the map in the navigation
system. The right picture is a kinematic, vertical movement of the
hand which could serve for the same purpose mentioned before, thus
changing to the next song or regulating the volume of the music player.

Fig. 7. adequate continuous gestures [13]

5.6.3 Promising gesture input options
Wu et al. [33] explore the aesthetic factors of interaction with 18 Chi-
nese participants who were asked to drive on a simulator and at the
same time control a test-music-player in the lab. The test drivers were
asked to design gestures for the functions to control a music player.
The aim was to gain information about their opinion about how the
gesture has to look like to be intuitive to them. Their oral descrip-
tions were recorded during the experience. Results showed a couple
of physical and mental factors influencing the drivers aesthetic expe-
rience of in-vehicle interaction. ”Their favorite position is the right
and upper space of steering wheel. They mentioned this area is the
most accessible and safest one to conduct gestures when driving” [33].
Drivers care about how the gesture looks like for passengers outside
of the car and do not like to draw attention while performing the task
and so like to perform the hand gesture in a less visible part. Partici-
pants considered too strong or fast gestures as disturbing while driving
as it costs too much effort to hold properly the steering wheel while
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performing a fast and strong gesture with the other hand. Too slow
movements last too long and drivers also considered it as too diverting
while driving. Vertical gestures (raising the arm) are considered as too
effort demanding by most of participants.

In the paper of Mahr et al. [20] micro-gesture interaction using
three hand gestures are examined: two finger zooming, index finger
sweeping, and a circular movement of the index finger for controlling
these four functions of the car: window lifter, air condition, radio vol-
ume, and seat heating. After the experiment the zooming gesture was
considered more ample then the circling and sweeping gesture. The
circling turned out to be the most adequate controlling the air condi-
tion and the window lifter. The sweeping gesture was chosen as the
best technique to regulate the radio volume and the seat heating. Gen-
erally the sweeping gesture was preferred by all users and rated as less
demanding of all three techniques. ”92% of the participants would
like to use micro-gesture interaction in their car and 23% would even
be willing to pay a surcharge for using it” [20]. All three interaction
techniques were experimented on only some car functions but would
be partially extended to other in-car tasks like selecting a letter for
writing a mail, for example.

Reich et al. [24] also examine three different ways of touchless
gesture interaction in a experimental set-up without driving situation.
The aim of the experiment is to write a text using a virtual on-screen
keyboard. The idea is that the driver is able to enter a navigation des-
tination as fast and precise as possible. Through a software the hand-
writing data is transcribed into formal text in order to compare the
results. ’Virtual keyboard entries(time)’ is one operation to perform.
In this task the user selects a letter by pausing his finger above the
letter he wants to choose. The task ’Virtual keyboard entries(click)’
is executed by pinching the thumb and trigger finger to select the de-
sired letter. The third task were ’handwriting entries’. Results show
that handwriting entries are slower and in general performed with less
pleasure than the two keyboard entries. Using the keyboard entry tech-
nique less error were made than for the handwriting entry technique.
According to the testers’ opinion it costs less efforts to do the key-
board entries and they have to think less about the entry action while
preforming it compared to the handwriting entries.

In his study Riener et al. [26] maps some gestures to email client
functions in order to interact with an email system while driving. The
aim of the participant survey was to find out which hand motion for
them is intuitively connected to a certain email client function. ”Most
participants proposed to use wiping gesture for inter-mail navigation,
using either the whole hand with fingers outstretched or the pointing
finger only” [26]. To find older emails they wanted to use a ’move
the hand away from the body’ gesture, and in the opposite direction
to browse emails of the current date/time. The gesture ’squeezing a
sheet of paper’ was meant to represent the deletion of emails; To sign
a certain email the testers intuitively pointed up-/downward with the
trigger finger or thumb to select the next or priot email. The reading
speed can also be regulated. Participants idea was to use the same ges-
ture to increase or decrease the reading speed. The stop-gesture like
Loehmann et al. [19] use it in their experiment ”to mute the radio, to
turn of the ventilation of the air conditioning and to stop the naviga-
tion system” (see figure 8), is here recommended for pause reading.
These gestures were the most intuitive for participants concerning the
email system but Riener et al. consider them as transferable to other
application fields [26].

5.7 Hand Gesture Experiments

In the following paragraphs the pointing gesture, the stop-gesture and
gestures to operate a message storage are presented as an example for
gesture interaction.

5.7.1 Operating a message storage

Traffic message memories is a system situated in car radios [3]. When-
ever the driver needs novel information about actual traffic situation he

receives messages which then are stored into the traffic message mem-
ories system. Akyol et al. [3] present this storage system for acoustic
messages operated by gestures. Car speakers give output to the driver,
while the driver can control messages through a backward, forward,
pause, reset, pointing and idle fist gesture. The forward, backward
and pointing gesture enables the driver to skip messages. The speech
output gives information about the position number of the message in
order not to oblige the driver to have too much eye contact with the
tool. Textual information of the spoken messages are given on a dis-
play. Additionally a short visual feedback in form of a highlighted
symbol is given to affirm the gesture input.

5.7.2 Pointing gesture
Ruemelin et al. [27] introduces an interaction concept that uses point-
ing gestures. The pointing gesture in this paper is different than the
others mentioned above, as it does not control a system inside the car
but enables the driver to interact directly with the outside environment.
The idea behind is to point at objects in order to define the location
and then interact with the chosen environment. In the study the point-
ing gestures turned out to be useful for following actions: To select
POIs and get further information (POI is a ’Point of interest’ a person
finds interesting and wants to know more about), ”select buildings for
a sightseeing tour, and choose favored real estate objects” [27]. Dur-
ing the experiment people were able to perform the pointing gesture
without any problems but had to reduce a bit the velocity of driving.
Results of the eye-tracking analysis data revealed that the task opera-
tion is not performed without eye-contact. before executing the gesture
one glimpse is directed towards the building/object the driver wants to
select. One glance is made after executing the pointing gesture and a
last glance to verify the result.

5.7.3 The stop-gesture
In the user study of Loehmann et al. [19] the stop-gesture was tested
on the radio, the ventilation of the air conditioning and the navigation
system (see figure 8). According to the universal meaning of sym-
bolizing ”stop” to somebody, it was used to stop these three devices.
Through this gesture the volume of the radio can be decreased, the
ventilation and the navigation system can be stopped. Precise distance
sensors are installed on the dashboard which emit infrared light in or-
der to recognize the hand gestures. Results show that the recognition
system recognized correctly the stop-gesture for all three devices. The
action was executed twice, once by gestural input and second by haptic
input. the aim was to find out if a device could be controlled by a ges-
ture without approaching with the hand another device and so cause
unwilling action. Another question is if they prefer to touch the device
or to control it through touchless gesture. The results show that ges-
ture interaction was accepted by all the participants. It showed higher
attractiveness compared to haptic interaction and testers did not feel
distracted from driving and still safe.

Fig. 8. Using the stop-gesture as an input modality in the car [19]

5.8 Feet and Head Gesture Experiment
Systems to recognize feet gestures is not too much explored. Yousaf
and Habib [34] propose in their paper the design of adjustable ped-
als. The driver is supposed to drive by manipulating the accelerator,
the brake and the clutch only by feet gestures. The problems which
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want to be solved through adjustable pedals by gesture recognition is
the fact that some people still do not access correctly the pedals even
after adjusting the seat. The fixed position of the pedals turned out
to be very uncomfortable for truck drivers who have to spend most of
the time driving. Drivers with any kind of knee injury or impairments
concerning their legs suffer whenever they have to drive a long period
of time. With adjustable pedals the driver is able to adjust the pedals
according to their comfort. The pedals are still fitted on the floor of
the car but are displaceable. The idea is that these pedals are pressed
or released but don’t react mechanically. There is a camera installed
under the dashboard of the car which is supposed to capture the feet
gestures. The camera then measures the emotional information of the
feet activity. These information are then transmitted to the control
system of the automotive converting it into mechanical input. In the
experiment the left foot worked in 100% of the cases for pressing and
releasing the clutch. The right foot has only an accuracy rate of 94%
for the accelerator and 96% for the brake. In automatic control auto-
motives the concept of adjustable pedals is easier to deploy, as clutch
pedals do not exist. The right feet can concentrate on the accelerator
and the right one on the brake. On the whole vision-based feet gesture
recognition is proved to be inexpensive and an easy applicable in-car
device.

Althoff et al. [5] present an approach of contact-less recognition
of dynamic hand and head gestures, a system implemented in BMW
limousines. Through an algorithm irrelevant facial features are masked
out. The relevant one are extracted and the head is located. Operating
the typical shaking and nodding head gestures which are supposed to
convey agreement like accepting an action during a yes/no decision
results as good functioning. In the whole results show that six head
gestures could be recognized but further studies have to be conducted
to find out more about possible operating features of head gestures in
driving situations.
Geiger [13] did not experience on more than these two head gestures
just mentioned. In his opinion, head-shaking means no and head-
nodding means yes, and are the only acceptable head gesture for in-car
interaction as other head movement would be unnatural and too dis-
tracting.

6 GESTURE RECOGNITION

Chen et al. [9] emphasizes in his paper that ”a hand posture is defined
solely by the static hand configuration and hand location without any
movements involved. A hand gesture refers to a sequence of hand
postures connected by continuous motions (global hand motion and
local finger motion) over a short time span” [9]. Thus the recognition
of a hand gesture is harder to realize than of a hand posture. In the
following some recognition systems are described.

6.1 A one-hand gesture recognition system
In the year 2000 Akyol et al. [3] examined a novel in-car vision-based
recognition system. While one hand is performing the gesture the
other hand has to be placed on the steering wheel, that’s why the sys-
tem recognizes one-hand gestures in real-time using a camera mounted
in the roof of the car. The gestures are meant to be executed above the
gear shift stick. The gear shift space was chosen as the right place
to gesticulate without distracting other car drivers as this space is not
visible for them. Another advantage is that the arm lies on the arm
rest and so can relax while doing the hand movements. First a contrast
between the background and the hand has to be established. As day
and night, rainy or sunny weather don’t have the same light emission
the camera requires an extra lighting source called LED-array. It emits
near-infrared light to overcome the different illumination levels and is
also integrated in the car roof. Another challenge are that no over-
lapping object are inside the car and that the the arm of the driver is
properly abstracted from the hand as it is plausible that the arm is rec-
ognized as a hand. This light does not negatively influence the driver
as LED-array light can not be seen by him. If all the possible problems
are regarded the recognition is supposed to work well. Results show
that practically no recognition errors were found.

6.2 Tracking gesture using Microsoft Kinect
A lot of gesture recognition approaches use Kinect sensor to detect
human body. Ren et al. [25] emphasizes that more precise detection
system are required to recognize a hand than bigger body parts because
more errors can be done when extracting smaller body parts like hands
and fingers. In their experiment Ren et al. use Kinect sensor inte-
grating a ”novel distance metric called Finger-Earth Mover’s Distance
(FEMD) ” and demonstrates that this ”gesture recognition system is
accurate, efficient, and robust to articulations, distortions, orientation,
and scale changes” [25]. It is especially designed for hand shapes and
considered a robust recognition system to recognize single fingers of
a hand. The kinect sensor is an cost-effective depth camera with a low
resolution of 650x480. Kinect is not precise enough to achieve such
an accurate recognition without the integration of the FEMD. Thank
FEMD Kinect is able to distinguish every single finger even when they
are close to each other. Above all fingers lying on the background can
be separated from each other without difficulty. Due to the positive
results of Kinect sensors it has been used for gesture recognition in
cars. Riener et al. [26] mounts Kinect on the ceiling of the car using
RGBD cameras. The sensors are integrated in the gear shift and so
Kinect has to be well-placed in front of the gear shift. Ruemelin et
al. [27] use the Kinect sensor to detect the pointing gesture described
more precisely in chapter 6.7.2. It is assumed that the pointing gesture
does not immediately move away and remains in the same posture for
a certain duration. The gesture is probably performed at the window
or in the cockpit area. The Kinect sensor was therefore stationed in the
right corner of the windscreen in order to face the gesticulation zone.

6.3 Geremin recognizer
”The ’Geremin’ belongs to the category of electric sensing techniques
using an antenna setup” [12]. The name and functionality of the sys-
tem derives from the electronic musical ’Theremin’ instrument devel-
oped in 1928. For the gesture recognition a Dynamic Time Warp DTW
algorithm is used. The particularity compared to other gesture recog-
nition methods mentioned in this paper is that the aim is to map a set of
micro-gestures which should be performed as close as possible to the
steering wheel area. The hand performing the task is supposed to stay
the whole time on the wheel. Consequently the interaction is produced
through moving only the fingers. Under these conditions it is difficult
to integrate every kind of interaction with in-car functions. Possible
tasks to be controlled could be raising or lowering the window, the
seat heat, climate or volume. Through the ’Geremin’ the gesture per-
formed is then transformed by the electric field sensing component.
The capacity of an oscillating circuit changes according to the hand
movement toward the antenna. The Geremin is mounted vertically be-
hind the steering wheel of the car to recognize the finger gestures in
steering wheel proximity. Because of the fact that there is only one
single dimension not all finger gestures could correctly be recognized.
Due to high installation costs Endres et al. [12] only use one antenna
but two or more antennas are needed to obtain better results, as ges-
tures are two-dimensional.

6.4 IR-Sensors
In his paper Geiger [13] presents a sensor-based approach because he
considers it as a less complex way of recognition as the background
is easier to separate from the moving body part. The movement has
to be performed as close as possible to the sensor. In this experiment
the IR-Sensor are integrated in the gear shift as it is plausible that this
area of the front car is the most known by a driver’s hand. For the
head recognition the sensor are situated in the headrest and are able to
distinguish yes-head-nodding from no-head-shaking.

6.5 A new approach with Leap Motion
The new device Leap Motion is now available on the market and used
for computer interaction [18]. The Leap Motion is a minute controller
placed in front of the display on the desk (see figure 9). The Controller
works in cooperation with the keyboard and mouse, or with other con-
trolling devices. The leap motion controller senses finger movements
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which enables the computer user to browse images, paint or move ob-
ject virtually on the computer screen. As Leap Motion is ”dramatically
more sensitive than existing motion control technology” [18] it is to
consider to bring this way of gesture recognition system into vehicles.

Fig. 9. Leap Motion used for computer interaction [18]

7 ADVANTAGES OF GESTURE INTERACTION

After describing all these different gesture types for different func-
tions, a resume about the advantages of gesture interaction in cars is
made in the following paragraphs.

20 years ago Baudel and Beaudouin-Lafon [6] already began to de-
velop interaction concepts for gesture interaction. In his paper the ex-
periments are still made without hichtech recognition system but nev-
ertheless some positive results of hand gesture interaction could be rec-
ognized. In the Paper is described that gestures are used for every-day
communication and people intuitively are able to learn them: ”Ges-
tures are a natural form of communication and provide an easy-to-
learn method of interacting with computers” [6]. Billinghurst and
Buxton [7] emphasized that the gesture itself is enough to express the
command but also its parameters. Transducers are not necessary any-
more as the hand becomes the input device and interacts directly [6].

Jaeger et al. [17] compare gesture interaction to tactile and
touch interaction with a music player. In the experiment play/pause,
back/forward and adjust the volume are tested. The dependent mea-
sures are: Primary task performance, secondary driving task perfor-
mance and eye glance behavior. The variables for the secondary driv-
ing task performance are interaction errors and task completion time.
The time spent to execute a task is much lower for the touch than
for gesture and tactile interaction. No difference were found between
the interaction types with regard to interaction errors. Comparing the
methods for the primary tasks control, advantages for gesture interac-
tion were found. To measure primary task performance, two variables
are included: lateral control (for example, how the steering wheel is
handled by the driver and how much the car deflects from the road-
way) and longitudinal control (if a driver keeps the same speed over
the whole time and when he gets faster and slower). The results reveal
less lateral control errors for gesture than for the tactile interaction.
To test driver’s eye glance behavior, eye glances have been divided in
three categories according to their duration: Less than 0.5 seconds, be-
tween 0.5-2 seconds and above 2.0 seconds. Results show that for the
gesture interaction less eye glances were made (516 eye glances). In
average the driver removed 17 seconds the eye of the road using ges-
ture interaction. Participants using tactile interaction had the most eye
glances (1120). That means that during 60 seconds the driver was not
watching attentively the road. Through touch interaction 1021 glances
were evoked. In average the driver removed his eyes of the road during
55 seconds. Using gesture interaction 44% (229 glances) of these eye
glances were under 0.5 seconds while for tactile (only 60 glances un-
der 0.5 seconds) and touch interaction (64 glances under 0.5 seconds)
the eye fixation was usually over 0.5 seconds. Gesture interaction did
not yield any eye glances of category three (above 2 seconds). This
fact is especially positive as taking the eyes of the road more than 2
seconds has a impact on driving performance and could lead to an ac-

cident [11].
The interviews with the subjects of the experiment revealed that they
preferred gesture interaction to the other two techniques: ”The gesture
interaction technique was generally described as very pleasant and less
demanding and distracting than the other two interaction techniques”
[17]. Fewer lateral and longitudinal errors were made and the driver
did not feel negatively influenced while driving. The test driver used
half of the amount of eye glances compared to touch and tactile inter-
action and so felt more in control of the car. In the interviews done
after a similar radio interaction experiment by Alpern and Minardo
[4] the advantages of more car control and less eye-contact on devices
were approved by the participants:

”[The gesture interface] helped me keep my attention on
the driving more because I didnt have to take my eyes off
the road.

[I ] dont have to reach and touch anything. I could be less
precise [with the gestures].”

Geiger et al. [14] also compares haptical and gestural interaction.
The test user has to perform several and different inputs using these
two interaction techniques. The experiment shows that controlling er-
rors using gesture interaction is better and easier than using the hap-
tical technique. It is also approved that gestural input takes about 1.4
less time than haptical input. In average half the amount of errors
were done using gestural compared to haptical interaction. According
to the questionnaire completed after the experiment ”gestural user in-
put distracts less (94% of the subjects) than haptical (6%) and is more
pleasant (76% vs. 24%)” [14].

The approach of feet gesture recognition by Yousaf et al. [34] is
meant to improve the comfort of the driver: The accessibility of the
pedals is easier and supposed to decrease the stress and uneasiness for
the driver.

The experiments show a lot of advantages using gesture interaction.
There are also some limitations which have to be considered.

8 LIMITATIONS OF GESTURE INTERACTION

For the use of gestural communication more muscle are stressed than
for haptic or speech interaction as the whole arm has to be moved to
express a command [6]. Gesture which require too much precision
over a long time duration cost a lot of effort and concentration while
driving. Every single gesture that the system is able to recognize has
to be practiced by the driver before usage as they are not self-revealing
[6]. Besides, if the number of gestures set is to large it will probably be
too difficult for some persons to remember them all [23]. During the
experiment comparing gesture to touch interaction Jaeger et al. [17]
found out that the test drivers are generally slower and so more time
consuming when executing tasks which had to be performed in a quick
manner. For example the time to adjust the volume was much longer
than for touch interaction and as subjects had ”to increase volume,
subjects would have to input the volume up gesture several times” [17].

Another inconvenient aspect of gestures interaction system instal-
lation in cars are the costs. In the experiment of Endres et al. [12] it
is obvious that the main problem for a proper recognition of all kind
of proposed gestures is due to the fact that only one antenna was used.
The installation of two antennas, which would have improved the re-
sults a lot would have driven up the costs extremely.
Above mentioned experiments show that tracking gestures is com-
plicated and expensive compared to the classical touch interaction
method. The system has to be able to distinguish gestural commands
from arbitrary hand motions, which requires a complicated algorithm
[23]. According to Yousaf et al. [34] the optimal recognition sys-
tem has not been developed yet. A lot of improvement have to be
done above all concerning illumination and environment constraints
to get ideal results. For the use of the vision based real-time gesture
recognition system presented by Akyol et al. [3] mentioned above,
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some environment conditions are necessary to get a reliable recogni-
tion. The problems of varying lighting conditions, overlapping ob-
jects, NIR-reflecting characteristics have to be overcome with addi-
tional expensive car equipment for getting a touchless interaction as
efficient as by haptic input.

9 OUTPUT DEVICES

The necessity of feedback is mentioned in several references. Never-
theless no deeper studies on the best kind of feedback type have been
found. In this chapter visual and auditory feedback are shortly de-
scribed:

Auditory feedback: In Geiger’s experiment [13], auditory feedback
is provided when selecting an item. It is spoken out loudly to ensure
to have chosen the right one. Also earcons (a simple noise signal) are
used, which becomes louder the longer the driver’s performs the task.
The distraction from driving task is reduced as the driver hears if his
action has effects. This method works as long as the signal is decent
and not a high annoying which could disturb the driver’s concentra-
tion.
A similar feedback system was used by Jaeger et al. [17]. During this
experiment test drivers had to interact with a music player. the track
numbers were read out loud and a set of earcons as auditory feedback
were used. The results show that several times the test drivers failed to
realize their actions on the music player. They misunderstood, ignored
and sometimes missed this kind of non-persistent feedback.

Visual feedback: Output modalities in form of speech can transmit
rich information in a short period of time [22]. Short alert sound is
useful for a fast and urgent feedback but cannot transmit a lot of in-
formation. It is possible that the driver does not perceive the feedback
noise due to lack of attention.
Broy et al. [22] give two examples how to visualize feedback: With
stereoscopic and large display spaces. Stereoscopic displays creates an
image on a flat surface. Large display spaces offer a larger surface for
information presentation. The virtual presentation of information is
logically structured in the human field of view, for example by placing
rarely used content further away. Visual output as an output modality
is not fully developed but on the way of further extension.

Chiesa et al. [10] use the Kinect approach to recognize gestures
for in-car functions. After tracking the gestures the output is projected
on the windscreen and gives information about traffic news, received
messages, closest parking slot available, ect. The aim is to find out
how to improve algorithm and strategies to reduce the time needed by
the system to identify the body movement and then generate the pro-
jection. ”The system can provide two kinds of visualization, projected
directly on the inner surface of the whole windshield [] The second
type of information is a set of widgets available to the drivers []” [10].
The driver can choose one of the widget displayed. The widgets give
information about speed or other driving info. The results show that
displaying three widgets simultaneously is the maximum in order not
to overcharge the driver mentally. The transparency degree of the wid-
gets can be chosen by the user in the setup menu. This novel approach
is promising, but does not exclude driver distraction when looking at
the visual feedback. In this experiment the driver was meant to inter-
act with the automotive UI for example by choosing one of the wid-
get. Considering the fact that the driver would not interact but just get
a short and fast visual feedback on the windshield which disappears
short time later, could be an option for safe feedback method for ges-
ture interaction. Akyol et al. [3] introduced such a feedback technique
by highlighting the respective symbol after interaction.

10 CONCLUSION

In the references about gesture interaction it was obvious that not every
gesture type was explored through experiments but nevertheless some
limitations and advantages have been discovered compared to haptic
and tactile interaction.

10.1 Results of advantages and limitations of gestures in-
teraction

The effort to perform contact-less gestures compared to touch interac-
tion is considered as higher because all the muscles from the arm to the
finger are employed. Gestures are as a rule not self-revealing and the
set of input gestures have to be remembered for a proper controlling
of in-car devices. Installation costs, additional equipment to overcome
environment constraints, and complex algorithm to make a recognition
systems work correctly, are also seen as obstacles for the introduction
of gesture in-car systems. On the other hand a lot of advantages were
revealed during experiments. In the references authors implicate the
easiness of learning a gesture as it is part of human communication
and the chance to interact directly without need of a transducer. Some
results reveal less lateral control errors for gesture than for tactile in-
teraction and less and shorter eye glances than for the tactile and touch
technique. Besides the fact that less eye-contact was needed, gesture
input was regarded as less demanding and less distracting. Another
study found out that the gesture interaction took 1.4 times less time
than the haptical input testing it on several different input tasks. The
feet gesture is meant to access easier the pedals facilitating driving
doing less efforts.

10.2 Adequate gestures

The most interesting question in this paper is which gesture could be
used for which function. The hand waving to the right or left sight
and finger pointing can be found in several experiments. For operating
a message storage the waving of the hand enables the driver to skip
messages, similar to the sweeping gesture, which was rated highest
in performance and less demanding for controlling the radio volume
and seat heating. The pointing gesture is used for different applica-
tions, like controlling an email client, to skip messages in a storage
system or even interacting with the outside environment. For entering
text messages while driving, the keyboard entries have been assessed
a fast, pleasant, physically and mental low demanding entry gesture
which resulted low error prone and very precise. The stop gesture was
considered the right gesture to decrease the volume of the radio, to
stop the navigation system and the air condition, as it did not influence
traffic safety and created more pleasure compared to haptic interac-
tion. The feet gesture interaction is not too much explored but on first
experiments it enabled even primary tasks control as it is meant to con-
trol the brake, accelerator and clutch pedal. The only head movements
accepted by experts were the head-nodding and shaking to signal a
yes/no decision.

10.3 Future work

On the whole it is to remark that equal gestures have already been
tested on different kind of tasks. So, it is difficult to assign a gesture
to one certain task. Besides, not every experiment have been tested in
real driving situation but only in the lab. New limitations and advan-
tages might be revealed by testing gesture interaction under real cir-
cumstances. Gesture interaction is a promising idea bringing, despite
of some limitations, a lot of advantages, which makes it plausible to
introduce this input technique into cars.
Additional user-studies are needed to analyze gesture interaction even
closer. Studies under real life conditions in fast high ways should be
tested for every gesture, to find out which gesture is better to map on
which device for a safer driving. There should be a close convention
of gestures which are used for certain tasks and devices to overcome
the problem of a large gesture set hard to remember. Gesture interac-
tion has the goal to transform visual-based gestures into manual-based
actions. Therefore, not every secondary and tertiary task should be
performed by touchless gesture interaction. Thus, devices which are
very close to the steering wheel and don’t require eye-contact to be
controlled, like the windscreen wiper and honking, don’t have to be
necessarily controlled by special gesture interaction techniques. Ev-
ery driver should be able to perform these gestures without eye-control
anyway. This would also reduce the number of gestures. Primary
task control by touchless interaction is only sensible to introduce if the
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recognition system works in hundred percent of the use cases. No per-
fectly functioning pedals, clutch or brake could lead to an accident. In
my opinion only unimportant entertainment or comfort tasks should
be manipulated by gesture interaction. A interesting study could be
to test if elder persons have problems adapting to the new system or
do user-tests with disabled persons, to find out if gesture interaction
benefits to their lifestyle.
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Manual Multitasking

Katharina Frison

Abstract— Manual multitasking is the simultaneous execution of several manual tasks. It requires faultless interaction of brain and
body. This is not so easy because there are some constraints that impede the multitasking situation. They have to be circumvented,
mental constraints with perfect resource management, social constraints with unobtrusive secondary tasks and physical constraints
by ergonomic gestures. The tasks must be easily performable. This paper focuses on physical constraints and shows the manual
multitasking background. It includes ergonomics, the special features of the human hands and the ways of human grasping. Finally
three studies which explored the topic ‘manual multitasking’ are explained and compared. Based on them a new general Design
Guideline is finally being developed.

Index Terms—Multitasking, physical constraints, resources, gestures, grasping, hands

1 INTRODUCTION

Everywhere you go or stay on your way through the city and even at
home you permanently happen to see people multitasking, for example
a girl who is simultaneously writing a text message on her smartphone
and chatting to another girl who is walking by her side. At home you
can observe a mother who is soothing her baby, stirring the stew with
a spoon and making a phone call at the same time. Why are these sce-
narios so familiar? How often a day you act like this? People have the
feeling that they have to carry out their multiple tasks simultaneously
in order to cope with them. Even while eating other things seem to
have to be done concurrently.
But this is not so easy because of the constraints of the body. As the
hands are used for eating they are not free for other activities. To avoid
this constraint Burger King in Puerto Rico produces so-called ’hands-
free Whopper’. It is a device with a holder for the burger which you
can hang around the neck. The hands are free now for other important
tasks. Burger King itself reveales it as a jest but the ‘hands-free Whop-
per’ appeals to the customers. This shows how important multitasking
is for us and our society [15].
While eating and doing something completely different with the hands
at the same time complicated cognitive processes in the brain are nec-
essary. The interaction of brain and body is essential. In the devel-
opment of the humans the hands have a central meaning. The unique
anatomic of the hands is to a great deal responsible for the evolution.
The homo sapiens was able to create and make tools and by the inter-
action of brain and hands the brain could get more and more precise
and differentiated. So for the manual multitasking our body and brain
are closely connected [13]. We have to reply to different constraints,
the mental, physical and social constraints, which impede us in multi-
tasking situations [23].
In the following the whole multitasking process will be presented.
Specially the constraints will be described with focus on the physi-
cal ones. In this context ergonomic basics of the hands will be pre-
sented. Furthermore this paper will compare three different studies
about manual multitasking. The aim is to give an overview on how
to design devices so intelligently that they are usable in manual multi-
tasking situations and suited to circumvent the constraints mentioned
above.

• Katharina Frison is studying Human Computer Interaction at the
University of Munich, Germany, E-mail:
Katharina.Frison@campus.lmu.de

• This research paper was written for the Media Informatics Advanced
Seminar ‘Secondary Tasks’, 2013/2014

2 BACKGROUND ON MULTITASKING

Task parallelism is often very difficult to execute. Limitations and
constraints of brain and body make the situation difficult for us. Origi-
nally the term ‘multitasking’ is used in computer science [12]. It is the
ability of an operating system to handle different tasks concurrently.
In a psychological context multitasking is needed if a person has to do
multiple tasks in a limited time frame. The person switches between
the tasks. So the tasks are not really carried out simultaneously [16].
There are a lot of different models about the cognitive architecture and
the human resources while multitasking.

2.1 Attention theories
An important approach of exploring human attention is the differenti-
ation between selective and divided attention [2].

2.1.1 Selective attention
The selective attention theory assumes that people can filter and selec-
tively focus on one certain stimulus and ignore the others. Sometimes
the identity of the other stimuli can influence the latency and accuracy
of the responses of the executed task. The relevant as the irrelevant
stimuli activate units which represent their responses. The resulting
competition between the units delays the appropriate responses. This
theory belongs to the so called bottleneck approaches. If there are two
tasks to be executed, one of them will be delayed or impaired. The
tasks behave like getting stuck in a bottleneck, only one task can go
through it and the others have to wait [14, 22].

2.1.2 Divided attention
Divided attention means that multiple tasks can be done all at once.
The mental resources can be divided for different activities. Kahneman
[10] postulates that activities can only be performed if the attention is
allocated to the mental resources. How many of them are needed to
execute a task depends on its difficulty and automaticity. Automaticity
results if the process is very familiar and thus not so many resources
are required. Driving a car for example is an automated process and
other activities like listening to the radio can be performed secondarily
but always with focus on driving. If several activities only need few
resources, these tasks can be executed concurrently [2].
Therefore Bakker et al. [2] illustrated an overview about their un-
derstanding of the divided attention based on Kahneman’s model [10]
(Figure 1). The illustration shows potential activities in the vertical
bar. The heights of these bars indicate how many mental resources
people need for the potential task. This value depends on difficulty
or automaticity. The circles show how many mental resources can be
allocated to potential activities. For reading a book high attention is
necessary and so all resources are allocated to reading. In contrast
to this preparing a dinner needs lower attention and users can addi-
tionally listen to the radio and monitor the dishwasher [2]. In higher
attentional tasks users are more constrained than in lower ones.
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Fig. 1. Center and periphery of attention by Bakker et al. [2]. It shows
the difference of dividing the mental resources to higher and lower at-
tentional tasks. Reading a book needs more mental resources and the
user is more constrained than with preparing a dinner. Here multiple
tasks can be done all at once.

2.2 Resource theories
A further important question is if the humans are really able to
multitask and which losses go hand in hand. This is explored in
resource specific models. Here the question is in what manner
resources are available. There are a single resource and a multiple
resource model [12, 17].

2.2.1 Single resource model

Single resource approaches are often compared with a bottleneck
because of the single channel [26]. Humans only have one central
stock of resources. So if users exceed this capacity because of doing
several things concurrently, they feel cognitively overwhelmed. There
is a direct context between amount of tasks, difficulty and the resulting
performance. The more tasks a user executes concurrently and the
more difficult a task is the worse is the performance of the individual
task. Also the cognitive resource decreases with increasing difficulty
and accumulation of tasks. The reduced performance often manifests
itself with degraded response times [12, 20].

2.2.2 Multiple resource models

According to Kahneman [10] performance at executing several tasks
is supported by multiple comprehensive resources. He emphasizes the
demand of a task for limited resources. So these are available for fur-
ther tasks only to a restricted extent. This leads to performance degra-
dation [26]. The total capacity is restricted the same as in the sin-
gle resource model but several other individual capacities are included
which are independent from each other. [17].
Wickens [26] identified that time-sharing tasks and processing struc-
tures have the same extent. Furthermore the degree of difficulty
changes when two tasks use different resources. Through these find-
ings he developed the 4-D resource model described by a cube (Figure
2). It shows the different separate resources inside four dichotomies
of information processing. Perceptual and cognitive tasks use dissimi-
lar resources dependent on the selection and execution of the operated
action. This is the stages of processing dimension [9]. The codes
of processing dimension means that spatial activities also use other
resources than verbal ones. Auditory perception needs different re-
sources than visual perception. This dimension is called modalities.

A fourth dimension is the visual processing. Here they differentiate
between ambient and focal vision. The ambient vision is used for ori-
entation and movement, for example supporting walking in a certain
direction. Focal vision, however, is used to recognize objects or when
high acuity is needed, when reading a book for example [7]. Accord-
ing to the model we can conclude that multitasking can be executed
without losses when there are always the same conditions. So if the
multiple tasks use different resources which do not interfere with each
other they can be executed parallel without performance degradations
[12, 17, 26].

Fig. 2. The 4-D multiple resource model according to Wickens. It
presents the human resources inside four dimensions of information
processing: Stages, Codes, Modalities, Visual Processing [26].

2.3 Multitasking Constraints
What facts are responsible for the capability for multitasking? Which
constraints encounter us in a multitasking situation? A constraint anal-
ysis is another approximation to understand humans’ ability to multi-
task. These constraints will be described in the following.

2.3.1 Mental Constraints
Mental constraints limit perfect task parallelism. On the one hand
through the assumed resource constraints of the cognitive architec-
ture. On the other hand through the constraints forced by the task. The
interesting question is: when is the moment to interleave one task to
complete a secondary task. One assumption is that the execution of the
tasks is controlled by a queue which again is a bottleneck perspective.
Brumby & Salvucci [4] discovered that constraints on lower level cog-
nitive, perceptual and motor tasks can define the ordering of operators
in complex multitasking situations [8].
Multitasking ability and adaptability also belong to the mental con-
straints. There is a correlation exists between working memory, atten-
tion, fluid intelligence and the ability to multitask. With the working
memory the brain can store and process information which is used for
carrying out a task. It helps users to switch from one task to another.
In order not to be forgotten the information of the task which has not
the primary attention has to be stored in the brain. Morgan et al. [18]
proved that mental workload is a significant indicator for successful
multitasking. People with a higher quality of attention can better re-
focus their attention by executing several tasks. The fluid intelligence
is the capability to conclude and solve emerging problems [14]. Stud-
ies showed that also a general aptitude is important to handle multiple
tasks all at once [18].
Adaptability is also very important when users switch to another task
with different demands. A working memory is required and especially
the spatial ability if tasks have a spatial component.
The most important constraint is distraction [23]. It appears when
normal cognitive processes and adaptive strategies fail. Users are not
longer able to divide their attention between two different tasks. Rea-
sons for distraction can too complex a secondary task or that users fail
to choose priorities among the multiple tasks. Sometimes the demand

University of Munich (LMU), Media Informatics Advanced Seminar ‘Secondary Tasks’, 2013/2014

10



of a task is so high that a secondary task cannot be executed. For ex-
ample drivers do not pay enough attention to driving. Young & Regan
[31] define distraction at driving as distraction only if the secondary
task leads to a degradation of the driving performance. This can also
be extended to general multitasking situations. Bowman et al. [3]
found out that students needed more time for reading an academical
text when they additionally wrote messages. The measured time did
not include the time needed for messaging. The respondents thought
they would achieve more through managing their work by multitask-
ing but actually they needed more time to perform an academical work
as well as they did without multitasking [3].
A further interesting observation is that through fatigue users tend to
avoid effort increasing with the days’ progress. The capacity that en-
ables users to select the point to switch from one to another activity
degrades. The level of interacting with devices depends on the situa-
tion and the involved constraints [23].

2.3.2 Social Constraints
The situation of the users plays an important role. It often impedes
users to do several activities concurrently. Is the interacting with a de-
vice in a given environment appropriate? Writing a mail for example,
while listening to friends is not very polite. Writing a mail and watch-
ing TV while you are alone is okay. Using a mobile device in a social
setting often causes embarrassment and disruption to the environment
[5]. These are the social constraints.
Pohl et al. [23] propose interaction techniques that allow users to
choose the level of interaction dependent on and adapted to the cur-
rent situation. This is also the case in a multitasking situation when
the interaction has to be casual. To choose the level of interaction the
theory of humans’ behavior is interesting. It deals with the intention
of people who interact with a device in a social setting. This inten-
tion bases on behavioral and normative beliefs. Normative belief is
the perception of the social pressure that leads to the decision of users
whether to perform the secondary task or not [1]. A further item de-
pends on the social setting which can also strengthen the interaction.
The use of devices in a social context may be deliberately employed to
get a cool image. It is shown that 14 - 16 year old pupils want to op-
erate the device to show that there is no effort necessary. This makes
them look cool and laid back [24]. To serve this knowledge Pohl et
al. [23] assume that casual interactions are more suitable in social set-
tings because they can reinforce the kids’ desired image. They are
more overt than focused interaction.
Possible ways to enforce social acceptance could be interactions which
are subtle, discreet and unobtrusive. Constanza et al. [5] developed a
wearable input device based on EMG. This technique uses muscular
activity which is not related to conspicous movements of wider parts
of the body. It could be shown that the respondents interacted unobtru-
sively and in a subtle manner. This example is maybe a way to obviate
the social constraints in a multitasking situation.

2.3.3 Safety
It is not in each situation that multitasking is appropriate and useful.
Especially multitasking in the traffic can be very dangerous. Here ex-
ists a close relationship to the mental constraints.
It could be observed that drivers decrease their speed when they en-
ter destination details on a navigation device or while interacting with
an in-car-entertainment system. The reason for this behavior is that
drivers modify their performance goal for driving and accept a low
driving performance in order that they can execute a secondary task.
The divided attention to the primary task of driving and a secondary
task is not divided in a useful way. There is too much attention on the
secondary task. This leads to a reduced driving safety. Not enough
resources are allocated to the primary task [31].

2.3.4 Physical constraints
Not only the mental resources of humans are limited but also the
capacity of the body is restricted. Users have only two hands but for
multitasking they would often need some more. Even with the capa-
bility of the brain to multitask the body constraints their execution of

multiple tasks. It is a question of accessibility. More details on physi-
cal constraints, especially hands will be given in the following chapter.

3 BACKGROUND ON MANUAL MULTITASKING

A lot of research on the cognitive processes, limitations and advan-
tages have been presented in this paper. There are a lot of different the-
ories about cognitive multitasking. Moreover there are a lot of studies
to circumvent the constraints with solutions like speech based inter-
faces, audio and tactile icons for feedback. However, there is not so
much research and there are not so many theories to cover the anatom-
ical and kinesiological aspects of the hands and the body. [21]
Wickens & McCarley [27] determined that physical activities are eas-
ier to perform concurrently to sensorial activities than to execute two
bodily tasks simultaneously. Here occur the interesting questions what
the physical reasons are and how devices to circumvent this physical
constraints can be designed.
So this paper focuses on manual multitasking and considers the inter-
action of brain and body and the physical constraints in multitasking
situations. Therefore the ergonomic background of the hand and the
grasping will be presented in the following.

3.1 Ergonomics
Wilson’ s [29] definition of ergonomics emphasizes the theoretical and
fundamental understanding of humans’ performance when users inter-
act with technical systems. The problem is to design interactions in
the context of real settings. Pohl et al [23] regard the physical con-
straints as a question of accessibility [23]. It is based on ergonomics
as well as safety and usability which are alls important to design de-
vices. These factors are also necessary to design usable devices for
manual multitasking situations which circumvent the constraints and
minimize risks to guarantee safety (Figure 3) [25].

Fig. 3. Correlation between Ergonomics and Accessibility, Safety, Us-
ability. Devices should be also accessible to the first and the last 5 % of
the working population [25].

Accessible design is the extension of standard design for people with
performance limitations which occur when users are in a multitasking
situation. Such interfaces should enlarge the range of possible users
and is not only for the 5 % - 95 % of the working population (Figure
3). So also users who want to do tasks simultaneously are included.
Users, for example, who can only use one arm temporarily, because
the other arm is engaged in driving, cannot hold a device in one hand
and interact with the other. Also speed and accuracy are limited if only
one hand is engaged [21]. Furthermore the performance is limited be-
cause of the cognitive processes and resources (see above).
Actually the users’ satisfaction is the key goal but also efficiency and
effectiveness, which normally are positioned at usability, are named
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in several definitions [25]. These definition are valueable for manual
multitasking because its goal is to carry out tasks efficiently and effec-
tivly.
Possible ways of accessible design are the universal and adaptive de-
sign. Also Pohl et al. [23] proposed a freedom of choice for the users,
because they are the ones who are temporarily limited in their perfor-
mance. The Dual Channel Principle allows users to modify the device
to their specific needs. In case of strain and fatigue they can overcome
it by changing the level of interaction, for example using both hands.
If users have both hands free for an interaction they want to use them
[23, 25].
In the following the special features of the hands and the different
ways humans are grasping are presented to explain what the physical
constraints are and how they can be circumvented.

3.2 The Hands
The developed functionality of the human hand was a considerable
prerequisite for the grown intelligence of humans. The hands influ-
enced the culture, language and especially the brain. The anthropol-
ogy could prove this by grown brain areas. The development began
with hominids when learned to generate and use tools [13, 28]. This is
also suggested by the development of the bipedal gait which enables
them to use the hands for the tools. It is believed that the tools were
weapons for the hands which were hurled or swung. The skill of us-
ing clubs and throwing objects led to many anatomical changes which
constitute the human hand [32].
The chimpanzee, man’ s nearest relative has a hand comparable to our
hominid ancestor (Figure 4). The fingers fingers of the primates are
elongated, the thumb is small, weak and immobile. Third and fourth
finger are very robust because they must absorb the highest compres-
sion while using the hands for walking. The phalanges are curved to
the palm.
As opposed to the chimpanzees’ the special features of the human hand
are the long thumb, shorter palm and shorter fingers (Figure 4). These
are not as curved as with the hominid ancestor. An additional impor-
tant change are the wider surfaces of the fingertips which support the
distribution of the pressure while grasping. The fifth finger’s balance
of strength and robusticity is shifted to the thumb, third and second fin-
ger. Moreover the muscles of the thumb are larger and there are three
new additional muscles which support the strength and movements.
When the fingers are flexed they can rotate toward the central axis and
meet the tip of the thumb. These differences from the primates allow
humans’ unique hand grips. These are crucial for humans’ accuracy
and power to throw things [13, 32]. This capability leads to possible
ways to circumvent the physical constraints at manual multitasking.

Fig. 4. Difference of a chimpanzee (left) and a human hand (right) [32].

3.3 Grasping
The grasping from primates differs noticeable from that of the humans.
The four flexed fingers of the hominids form to a hook grip. In contrast
to them two unique grips are defined for modern humans, the power
grip and the precision grip. These grips deliver a basis for all grasping
activities [32].

Feix et al. define a grasp as “every static hand posture with which an
object can be held securely with one hand” [6]. At manual multitask-
ing the secure grip often cannot be guaranteed. So it is very important
to identify ways to hold devices securely with one hand, without fail-
ing because of physical constraints. There are several taxonomies to
define all existing grasps. In the context of manual multitasking the
taxonomy of Feix et al. [6] is chosen to be described because it ex-
cludes bimanual tasks. While executing several activities simultane-
ously, mostly only one hand can be used for interacting with a device.
The presented grasps help to understand possible manual multitasking
ways.
By comparing several literature sources Feix et al. [6] discovered 147
grasp examples and classified them to 33 valid grasp types. There-
fore, like Napier [19], they distinguish between power and precision,
further between the opposition types which determine the parts of the
hand used for operating: palm, side of fingers or hand and pad, the
fingertips. Figure 5 on page 5 shows the 33 grasping types ordered
by power and precision, opposition type, usage of the thumb and the
amount of included fingers. The thumb can be in adducted or abducted
position. All grasp in one cell can be reduced to a standard grasp. So
Feix et al. received 17 types at the end [6]. But this has no applicability
for manual multitasking because here the detailed view is important to
be able to design accessible interactions and devices.
Oulasvirta & Bergstrom-Lehtovirta [21] discovered 6 ways to hold an
object in size of a pack of cigarettes while typing text on a mobile
device:

a) Using the mobile device one-handed and hold the package with
the other hand

b) Using both hands for typing while holding the package in the
palm

c) Using both hands and holding the package with unused fingers

d) Using both hands and holding device and package in the same
way while the package is positioned behind the device

e) Using the package to press the buttons

f) Using the package to press the touchpad

In this case e) and f) depend on the device. Today most mobile de-
vices do not have buttons and touch areas are mostly capacitive. This
simple case shows that manual multitasking and ways of grasping and
interacting are not trivial and need to be researched.

4 MANUAL MULTITASKING IN HCI
In Human-Computer-Interaction as in the general multitasking re-
search most attention lies on the psychophysical effects and the mental
workload. With the background of cognitive processes, constraints
and the ergonomic-anatomical basics three studies about manual
multitasking will be presented and compared. All these studies have
different approaches and different research goals. The first study
evaluates and defines microgestures based on ergonomic and scenario
dependent requirements [30]. The second study compares functional
keys with semaphoric gestures in a multitasking scenario [11]. In
the third described study the multi-object manual performance and
the effects of manual multitasking will be analyzed [21]. This three
studies will be described in the following.

4.1 Microgestures
The main objective of the research of Wolf et al. [30] is to identify eas-
ily performable microgestures which allow us to execute secondary
tasks without interrupting the primary manual task. Here the differ-
ence between microinteractions and microgestures is very important.
Microinteractions are task-driven as well as goal-orientated and the
system delivers feedback. Microgestures are physical movements es-
pecially of the fingers, which are recognized by the system. The sys-
tem reacts upon the microgestures.
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Fig. 5. Taxonomy of grasping. Differentiation between power and precision so as based on the opposition type [6].

To define a primary manual task Wolf et al. [30] refers to Feix et al.
’ s [6] grasp taxonomy which is described above. They customized
the three main types palm, pad and side and added the potentially still
movable hand-parts to the types. The goal is to reach a wide range
of manual activities. Concerning the opposition type palm, which for
example is used at steering a car, fingers and thumb are free for sec-
ondary microgestures. At type pad, used for inserting a cash card into
an ATM, the middle, the ring and the little finger can still be used. For
drawing with a stylus the type side is in action. Here ring and little
finger can be employed. The mentioned examples are customized in
Wolf et al. ’s [30] study as primary tasks. Users were involved in
the process of the design as well as experts like a sports therapist and
physiotherapists who were to evaluate a gesture set for the three pri-
mary tasks. Moreover they were expected to find some more gestures
which were suitable to the three cases. The focus was laid on feasi-
bility (easiness to perform), limitations (ergonomic aspects), attention
(low, medium, high) and the risk of confusion with natural movements.
Natural movements can be misunderstood as commands.
21 microgestures evaluated by experts could be defined (Figure 6), 17
for palm and two each for pad and side. They discovered two main
classes of limitations in the context of feasibility: limitations in rela-
tion to the physical objects which are to be grasped (size of the diame-
ter of the steering wheel) and limitations by biomechanics (by moving
one finger, the neighbored finger is also slightly moving). The ring
finger is very inflexible and difficult to stretch separately. This is be-
cause of the connection of muscles, sinews and fingers. For designing
microgestures Wolf et al. [30] suggest to focus on the index finger.
All in all the palm grasp task was classified as best solution for sec-
ondary microgestures, because this kind of tasks often requires low
precision (see Feix’s grasping taxonomy in Figure 5). They are power
gestures. In contrast to palm pad and side grasping tasks are mostly
used for precision and therefore they need higher attention. Secondary
tasks lead to performance losses, for example to less precision. Pad
is mostly used quickly and accurately and so does not allow concur-
rent microinteractions. The free hand-parts are limited. Side grasp
microgestures are hardly possible to execute parallel but can enrich
the primary task when they are used in short-time interruptions of the
primary task.

Fig. 6. Taxonomy of microgestures. 17 for palm, two for pad and two for
side [30].

The design of microgestures is strongly dependent on the context of
use, the primary task and its rules so that the task can be solved. The
primary tasks determine the level of attentional resources which are
free for the execution of microgestures at a secondary task. The dura-
tion of the secondary task is not marginal.
Wolf et al. [30] come to the conclusion that simultaneous microint-
eractions are suitable for primary tasks with a long duration, are au-
tomatically performable and require low attention and motor effects.
The palm grasp is the most appropriate. Furthermore the developed
taxonomy delivers ergonomic interaction opportunities of microinter-
action which can be used as basis for designing manual dual-task inter-
actions. For designing these interactions a guideline is recommended.
First designers have to generate a scenario regarding the economics
of attentional and motor resource management. This justifies the se-
lection of primary and secondary tasks. The primary task defines the
usage of motor resources and the agility of the hand so that multiple
tasks can be done concurrently. The opposition type defines the motor
resources used in the primary task and the resources free for the sec-
ondary task. Based on this guideline microgestures can be designed.
These developed gestures influence the requirements for interface de-
sign as well as gesture tracking techniques. Here data quality and
interaction quality should be evaluated under different conditions (mi-
crogestures and primary tasks).
There are some points which should always be regarded: Touch sen-
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sors at fingertips limit the tactile feedback of the finger and so high
precision tasks are endangered. Also size and place of the hardware
can influence the performance of primary task and microgesture. The
interface should be as small and unobtrusive as possible [30].

4.2 Semaphoric gestures
The study of Karam & schraefel [11] also deals with gestures and their
application in a multitasking environment and as support for secondary
task interactions. Here the focus is more on the mental constraints than
on the physical ones, but to determine a design guideline for manual
multitasking this study also plays a certain role.
Karam & schraefel chose [11] music as background activity. The re-
spondents had to listen while being engaged in other mental or phys-
ical activities. Secondary task interaction with music were play, next
track, previous track and stop. Therefore a set of gestures were de-
termined. The gestures are based on directional movements which
respondents performed for the determined secondary task interactions
during the interview. So a clockwise circulation motion represents
play, a right or left hand wave for the next or the previous track and an
open handed halt gesture for stop. The hypothesis is that semaphoric
gestures reduce distraction of the primary task. They were compared
with key functions as control condition. To solve the primary task test
persons had to turn over the top card of the deck and type the name or
image of the card into a text editor. Typing and turning over the top
card are physical demands.
All participants preferred the gestures when the keyboard was out of
reach of their current task. But also arm fatigue can occur when the
gestures have to be executed frequently. The task recovery time is sig-
nificantly shorter with semaphoric gestures. They can also be executed
eye-free. Semaphoric gestures avoid that the secondary task needs the
focused attention thus produce a negative effect on the primary task
[11].

4.3 Effects of Manual Multitasking
‘Ease of Juggling’ from Oulasvirta & Bergstrom-Lehtovirta [21] ana-
lyzes the multi-object manual performance in HCI. This is the users’
ability to reach high performance at executing several manual tasks
concurrently. The authors want to provide a method that quantifies
the consequences of manual constraints. Two studies are executed to
identify features that prevent negative consequences of manual con-
straints. 12 condition which emulate demands of the real world were
tested. They refer to the following enumerated manual facts:

• Use of the non-preferred hand

• Reservation of a whole hand for something else

• Reservation of various parts of the hand

• Application of force in two directions simultaneously

• Fixation of finger position

• Fixation of index-finger-to-thumb distance

• Restricted movement of the shoulder, elbow, and wrist

• Protrusion of an object into the work area of a device.

To get some results the performance of unconstrained and constrained
situations is measured and compared.
In the first study three input devices, Mouse, Trackpoint and Touch-
pad were examined (Figure 7). It could be observed that in the
unconstrained situation the Mouse was the best input device and the
Trackpoint the worst. In contrast to the constrained conditions the
Mouse had the biggest losses. With Touchpad (1.) and Trackpoint (2.)
users could perform better than with the Mouse (3.) (Figure 7).
The most difficult task for the respondents was to hold a coffee cup by
the handle with the dominant hand and concurrently serve the input
devices. Holding a big basketball under the arm or holding the pen in
the palm Touchpad and Trackpoint could be handled very well.

Fig. 7. Input devices in Study 1. To perform in a multitasking scenario it
is easier to use Touchpad and Trackpoint than a Mouse [21].

In the second study three different ways of mobile text entry were
studied. Touchpad-Querty, Stylus-Querty and Physical-Querty
(Figure 8). Physical-Querty and Touch-Querty are very similar but
with Physical-Querty users have an additional visual and tactile
feedback. The variant with the stylus is drastically different. The
stylus has to be held with index, middle finger and thumb. Moreover
the device has to be held steady. The Physical-Querty was the best
at unconstrained performance and Touchpad-Querty was the best at
the constrained situation. Stylus-Querty was the worst text-entry
method in all conditions. In contrast to study one, all constraints were
effective in study two .

Fig. 8. Text-entry methods in Study 2. In unconstrained situations the
Physical Querty performed best, in constrained situations the Touch-
Querty was better usable [21].

The general observation of both studies is that not all manual
conditions can be handled in one interface. Overall Oulasvirta &
Bergstrom-Lehtovirta [21] identified four design factors:

a) Interfaces for manual multitasking should enable commanding
with only one part of the hand. This could be observed at the
Mouse input. It needs the simultaneous control of two parts of
the hand. The control suffers while parts of the hand are con-
strained by other objects or activities. By using a Touchpad only
the index finger is required and the rest of the hand can be used
for secondary objects.

b) While switching from a two-handed input to an one-handed input
the performance decreased by about 50%. So devices should be
designed in such a way that they can be used and manipulated
one-handed.

c) For some conditions Touch-Querty was better than Physical-
Querty. This is because the buttons require force from the fin-
gertips. The performance is difficult when the secondary task
also needs forceful application. So input should be enabled with
minimal force from the fingertips

d) The palm should always be free for secondary tasks. This could
be observed at the stylus example. Holding the stylus occupies
and constraints also the rest of the hand. This causes conflicts
when other objects have to be held in the palm. The pen grip
also uses the index-finger. In study two this led to a change of
the inputting hand.
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Moreover it was shown that switching from the preferred hand to the
non-preferred hand leads to losses by 20% - 30% (Mouse). The upper
limbs are necessary for large movements with the hand. So the perfor-
mance with the Mouse suffered while holding a basketball under the
armpit. The concurrent use of the force of the fingertips and parts of
the palm also led to performance losses.
Oulasvirta & Bergstrom-Lehtovirta [21] recommend designers to take
performance losses by 20% seriously. They emphasize that multi-
object manual performance is a safety-issue and want the “naive
categorization of interfaces as ‘one-handed’, ‘two-handed’ or ‘free-
handed”’ to be transcended in the future.

4.4 Discussion

The presented studies differ from each other totally. They all explored
the topic manual multitasking but regarded different aspects.
Wolf et al. [30] draw up a taxonomy of gestures which can be used in a
manual multitasking situation and presented a guideline to design mi-
crogestures. Karam & schraefel [11] also dealt with gestures in multi-
tasking situations but they only regarded the mental resources and not
the physical. This exploration could prove that the use of semaphoric
gestures are better performable than functional keys at the keyboard.
However the study ‘Ease of Juggling’ [21] analyzed the multi-object
performance. Here the focus primarily lay on the constraints of the
hands. The study mainly dealt with secondary objects which were
held by the respondents while a primary task was ongoing.
In spite of the differences some essential design recommendations of
all three studies were redundant. Based on these topics a new general
design guideline for designing successful manual multitasking interac-
tions can be provided. We distinguish between defining the tasks and
designing interaction. For successful manual multitasking designers
have to know the context of use. Therefore the following items should
be kept in mind:

• To choose an appropriate secondary task it is necessary to know
the context of use and the primary task. Based on this informa-
tion you can find out how much attentional and motor resources
are free for a secondary interaction.

• The best precondition for successful manual multitasking ex-
ists when the primary task is persistent and automatically per-
formable. It should require low attention as well as low motor
effects.

• The secondary task should not require the focused attention

Now the interactions for manual multitasking can be designed. You
should pay attention to the following recommendations:

• It should be possible to operate with only one part of the hand.
Best case is to interact with the index finger.

• One-handed interactions are better performable than two-handed
ones.

• The interactions should be possible with minimal force

• The palm grasp works best of all with secondary tasks

Performable secondary interactions, mental resource management and
physical constraint management are fundamental in every manual mul-
titasking situations and need special contemplation. But for designing
devices which should be performable in a manual multitasking situ-
ation all these facts should be considered. All papers agree that it is
most important for the designers to know which tasks have to be ex-
ecuted in the multitasking situation and which resources are required.
On this basis new possible ways of designing manual multitasking de-
vices can be generated.

5 CONCLUSION

Unfortunately the research field of manual multitasking is very new
and only few papers deal with this topic. So this paper cannot provide
a final overview of how to design devices for manual multitasking.
The presented studies are to give an insight into different scientific ap-
proaches.
The summarized design suggestions can be a good starting point for
further research. Interesting would be a more comprehensive contem-
plation of all possible constraints, physical, mental and social, which
lead to performance losses at manual multitasking. From this general
point of view a fundamental design guideline could be created.
A field study could be another interesting research. By observing peo-
ple in their familiar environment a lot of examples of already prac-
ticed manual multitasking interactions can be discovered and evalu-
ated. Based on these self generated interactions new interactions and
input methods for devices can be developed.
Maybe in the future people would no longer have to struggle so hard
with simultaneously executed tasks.
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Materializing Ambient Displays

Fabian Hartmann

Abstract—
In the age of ubquitous computing everyone uses multiple computers in different sizes - TVs, notebooks, desktop PCs, tablet PCs
and smartphones. The internet and its services provide data access practically everywhere. Neither humans nor their small screen
devices are capable of processing the constantly incoming load of information. Ambient displays use calm technology when they
meet this problem. This technique works in the periphery of human attention where information overload does not exist. Data is
encoded into an abstract representation to allow its perception for the user in the background. When the shown information requires
attention, ambient displays can break out of the periphery by a self-induced signal and shift into the focus of the user and back.
Materializing ambient displays fit in their architechtural environment by being part of it as aesthetically designed objects. This paper
introduces calm technology and gives an overview about ambient displays. Both ambient display types – classic and materializing –
get compared and discussed regarding representation, interaction possibilities and usage in private and public space.

Index Terms—Ambient Displays, Calm Technology, Materializing Ambient Displays, Non-Pixel Based Ambient Displays, Pixel Based
Ambient Displays, Ubiquitous Computing

1 INTRODUCTION

Ambient displays use calm technology, which is introduced below.
The next chapters deal with classic and materializing ambient displays
and their characteristics followed by a comparing discussion.

”The important waves of technological change are those that
fundamentally alter the place of technology in our lives. What matters
is not technology itself, but its relationship to us.” [23]

In 1997 Mark Weiser predicted an era he called himself Ubiq-
uitous Computing that would in his opinion become reality in
between 2005 and 2020. This is the time we live in right now.
Ubiquitous Computing is the last phase of computer development and
is additionally influcenced by the Internet.

The previous two eras are named the Mainframe and the Personal
Computer era. In the Mainframe era computers were in the early
stages, often as big as a room and expensive. They could only be ran
by experts and were used as a shared resource, mostly in the industry.
The ongoing technical development led to the second or PC era. Each
user did not have to be a specialist anymore and had an own computer
- the Personal Computer. The adjective personal describes the relation
of the computer and its owner. People tended to give their PCs names,
saved private data on it and left it there without any concerns - since
nobody else would use it, too.

The upcoming Internet and the technological progress intro-
duced the transition to the last phase, Ubitquitous Computing. In this
era, Weiser imagined users sharing multiple computers integrated into
cars, walls, light switches and many other objects. He also envisioned
”thin clients” [23] and ”thin servers” [23], small lightweight and
inexpensive devices with Internet access. Today they are called
smartphones and microcomputers [23]. His vision became reality -
and he was right. The place of technology in our lives was shifted,
our relationship to it grew. When people leave their apartments, they
do not only check for their keys and wallet, but also for their mobile
phone. Forgetting their smartphone makes them feel incomplete or
even naked. It is their connection to the world. The Internet helps
to connect to all other devices - tablets, notebooks, PCs, cars or
even TVs. Cloud services synchronise user data among them and
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provide seamless information access from anywhere over wireless
communication high-speed data networks. The amount of information
recieved by a single device can be immense - a flood of information.
New smartphone operating systems offer a ”Silent mode” or a ”Do
not disturb mode” blocking all incoming alerts, notifications and calls
to handle this phenomenon [1]. The capacity of humans and their
little screen devices is incapable of coping with all the data at once.

Ambient displays take this limitation as preconditioned. They
take advantage of the user sensing environment and present informa-
tion outside of small screens continously without having the user’s
focus permanently. They fit in their surroundings and try to bridge the
boundaries between the digital and the physical world. Reading the
shown data is optional and the user’s attention is either self-induced
or needs to be triggered by key events [5, 24].

2 CALM TECHNOLOGY

The technique utilised by ambient displays is called calm technology.
The naming itself might be confusing as technology is often referred
to as source of stress. Ringing phones, incoming emails, alerts and a
bulk of information is not considered to calm someone down. Calm
technology delivers information - constantly - but the difference is the
engagement of the user’s attention.

Humans are naturally used to be exposed to an information
flood originated from their environment. We adapt to it and filter
whether an information is more relevant then another one. When it
is less important, we put it in the background - the ”periphery”. We
know about the existence of the data without paying attention to it.
When we walk down a shopping street with a friend there are a lot
of influences. We can notice pedestrians mumbling and street noise
caused by cars, see multicoloured lights and hear music from the
shops. However, it is still possible to have a normal conversation
with the accompanying friend, because we are focussed and the other
information stays in the periphery. This changes when a police car
with turned on siren and flashing lights drives by, it is immediately
detected by its standing out appearence.

Calm technology uses this effect. It will shift from the periphery
to the focus and back, like the police car when it drives by and disap-
pears again. The example is not calm, but it shows how it works. We
are able to detect already slight changes and interpret them as irreg-
ularities which attract our attention. Displaying data with calm tech-
nology is an approach to solve the information flood problem. While
regular displays have a limited space and require a focussed user, calm
technology works at the periphery of the user’s attention causing no
information overload at all [23].
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3 AMBIENT DISPLAYS

Ambient displays use calm technology and work at the periphery of the
user’s attention. They fit in their surroundings and are non-intrusive
which makes them capable of displaying non-critical information.
Ambient displays can be split in the two categories pixel and non-pixel
displays. Pixel based ambient displays use conventional large displays
or LCD projectors resolving pixel based data. Non-pixel ambient dis-
plays blend more in their architectural environment by becoming dec-
orative objects when unattended. This results in two disadvantages
for the last category. The predefined shape reduces the bandwidth of
viewable information and the range of processable user input. [21, 11].
The following examples will explore the characteristics of pixed-based
ambient displays.

3.1 Abstract presentation and readability

Working in the periphery limits the options for a display as pure text
data cannot be easily processed by humans in the background. There-
fore, measurable data needs to be converted into more abstract presen-
tations.

Informative Art

Skog et al. experimented with different ambient information visual-
isations of data. The demand of ambient displays attractively fitting
in their environment can in their opinion be complied with informa-
tive art. They developed an easy adaptable template, inspired by art-
works drawn in the distinctive ”De Stijl” painting style of Dutch artist
Piet Mondrian. The painter used only straight black lines on white
background, combined with rectangles consisting of the three primary
colours blue, red and yellow. The geometrical graphics were simple
to calculate by an algorithm. The used elements produced three di-
mensions: size, position and colour of the rectangles in the display
area.

Fig. 1. Bus timetable as visualised art (A: initial, B: rearranged) [18]

After displaying email traffic and weather forecasts they proceeded
to bus timetables. At the very beginning, they assigned the position
of the squares to busses driving towards or from the city center (left
or right) and the size to the amount of time until it leaves. The colour
of the squares indicated the walking time from the display location to
the bus stop. Blue stood for plenty of time, yellow meant you should
leave now und red you are in a hurry (see figure 1A).

The initial mapping has been rearranged after an evaluation
of eight students. The new design now contained a longish blue
square representing a local river and an area acting as downtown.
Additionally, the positon of the squares indicated their order of arrival
or departure which made the visualisation more similar to a street
map (see figure 1B). The redesign was shown on large public screens
near the main building of the university in a public area, so everyone
passing by on the way to the bus stop could see it. An information
leaflet was placed close to the screens explaining the symbols.
After 15 days, seven random persons were interviewed. One of
them did not realise the visualisation of data at all, five persons knew
what was visualised and three of them could also read it correctly [18].

The informative art example clearly illustrates one main charac-
ter of ambient displays - the difficult readability. Reading and

understanding the shown information is a learning process whose
complexity increases with the amount of displayed data dimensions.

InfoCanvas

Fig. 2. InfoCanvas: beach scene with values mapped on shown objects
(amount of birds, sky colour, bathing suite colour) [14]

The InfoCanvas by Miller and Stasko takes advantage of the read-
ability constraint of ambient displays. It shows personal user data in an
aesthetical abstract manner like Informative Art, too. They developed
different picture scenes like an aquarium, a beach or a desert. Con-
tained objects were either decorative or between five to 15 of them
mapped on predefined values. The degree of abstraction for mappings
varied from abstract to literal. The actual traffic situation was illus-
trated by a lady’s bathing suit in the beach scene with a colour encod-
ing from green to red. Each incoming email was displayed as a single
seashell, the stock index as a boat positioned on the horizon or the sky
representing the weather forecast of the next day (see figure 2) [13].

3.2 Interaction
The Informative Art and the InfoCanvas examples are passive ambi-
ent displays as their shown content cannot be changed by user input.
Reactive displays require controls which receive user input. Standard
desktop computers or notebooks provide keyboards and mice or track-
pads. Ambient displays are used in a different context embedded in
their environment. This demands controls reacting to users in the sur-
rounding area. Possible methods are gesture and proximity detection
with cameras and motion tracking in front of the screen or touch-based
input directly onto it [20].

CareNet Display
The CareNet Display by Consolvo et al. was developed to monitor
the status of elderly people living alone at home for their care network
members. It used a touch-screen tablet PC built into a wooden picture
frame (see figure 3).

The controls of the tablet were disabled by the frame as well as the
tablets full functional range. This was achieved by viewing a webpage
in fullscreen mode with hidden browser controls. The configuration of
the setup converted the tablet PC into an interactive ambient display.
Updates were constantly delivered by a central server over the built-in
GPRS data connection of the tablet PC.

Many care takers were family members which meant it was often
not their primary task to watch the elder person – perfect conditions
for an ambient display. Now it was possible to take a glance at the
CareNet Display and check for irregularities and the elder’s general
status presented by icons.

Further information could be obtained by going onto an event icon.
The detail view provided more and accurate data and could also show
a history of the last days. Evaluations showed that both ways of using
the CareNet Display were applied. Day-to-day care takers checked for
green icons standing for everything is okay while passing by. Other
family members used the display and its detail views to get a survey
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about the activities and outings of the elderly persons without having
to ask awkward questions to their beloved ones on the phone. This
helped to get the families more involved and concentrate their conver-
sations on pleasant topics [3].

Fig. 3. The CareNet Display main overview is showing the status of the
elderly supervised person by coloured icons [3]

3.3 Private and Public space
The last example of the CareNet Display is placed in private space per
default. There are no upcoming privacy issues as people put photos
and other personal objects in their home environment anyway. The
recognition of ambient dispays in private areas is self-evident as they
were placed there by the inhabitants themselves.

This changes rapidly when we switch to public areas. Users have to
recognise ambient displays before they can try to read the information
on them. Interactive ambient displays additionally have to notify the
potential user about their interactivity. This must happen obviously to
engage curious persons, but gently enough to make it insignificant for
non-interested passers-by without disturbing them. The public space
includes an unknown amount of humans. This adds extra challenges
like the possibility of multiple simultaneous usage and displaying per-
sonal data at an uncontrollable, unsafe environment while keeping the
privacy [20].

Interactive Public Ambient Displays
Vogel and Balakrishnan investigated these conditions and developed
a sharable, interactive ambient display which was able to distinguish
and switch between interaction and information types. The prototype
placed in an office scenario could handle multiple users, each one kept
in the own context. The system provided four phases and consisted of
a big plasma screen, a touch-sensitive overlay and a motion tracking
system.

The Ambient Display Phase (see figure 4) was the default. People
should have been able to get an overview of the displayed general in-
formation by taking a quick look at it. The large distance of the user
was not detecable for the system at this state.

The system switched to the following Implicit Interaction Phase as
soon as a person was in proximity to the display. The system had to
decide whether a user was willing to communicate by assessing the
person’s ”interruptibility” [8]. The measurement was based on the
body position and orientation and the head position. A fast walking
by person with a right angled head orientation towards the display had
no interruptibility. Another passing user who stopped, turned around
towards the screen and faced it directly with the body and the head was

Fig. 4. Four phases from public to personal interaction depending on a
approaching person [20]

assigned with the maximum interruptability. A determination between
the minimum and maximum was possible in small steps. This was
utilised to show the user as a coloured bar on the display. The hor-
izontal position of the bar correlated with the movement of the user
parallel to the display. The size of it was mapped on the interrupt-
ability factor - the more attention the person spent on the display the
broader was the bar. Vogel and Balakrishnan named it ”proxy bar”
[20] and displayed general public information like the office calendar
data or personal information like the email inbox count and the next
appointments of the user in it. User identification for was possible by
placing passive markers on each testing person back in 2004 which
can now be achieved by RFID tags. The user could show and hide the
own proxy bar by the two hand gestures stop and go similar to human
traffic signaling. These gestures were applicable at any phase.

The user entered next the Subtle Interaction Phase (see figure 4)
by standing still shortly while facing the screen directly in a certain
threshold distance, which equals the maximum interruptibility. After
that the proxy bar became broader and several information sources
were listed on it. Personal data was augmented with general data
within the proxy bar if possible, for example the calendar informa-
tions. The user could explore the list entries again with hand gestures
for up, down and select. Selections could be reverted by moving the
body to the left or right, backwards to return to the Implicit Interaction
Phase or towards the display.

Moving closely to the screen entered the Personal Interaction
Phase (see figure 4). The displayed informations were now very
detailed and no filters were applied anymore for sensitive personal
data. This was regarded as being safe as the used font size was very
small and the user’s body was occluding the display area of the own
proxy bar at this distance for any other person. The proximity at
this position was also used to enable touch-based interaction on the
display. The phase could be exited like any other phase before by
moving the users body [20].

The Interactive Public Ambient Display by Vogel and Balakr-
ishnan combines both advantages of being an ambient and a
pixel-based display. It employs the calm technology by displaying
information adjusted for the percentage value of the user’s attention
with great accuracy. The interacitivy is pointed out by the proxy
bar appearing for each user while moving accordingly. User input
seems to be intuitive and could easily be emphasised by extra icons
or tool tips if needed. Abstract presentation was employed in a
smooth version for visualising the user on the screen compared to the
Informative Art by Skog et al. showing an abstract painting of bus
timetables. The difficult readybility of abstract presentation was used
as solution for the privacy issues when displaying personal data by
Miller and Stasko with their InfoCanvas. Vogel and Balakrishnan link
the level of the shown personal information detail to the proximity of
each user towards the screen and identify each individual person by
markers or now presumably RFID [13, 18, 20, 23].
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4 MATERIALIZING (NON-PIXEL BASED) AMBIENT DISPLAYS

As previously shown, it takes effort to make pixel based interactive
ambient displays recognisable. Their bonus is the screen itself as peo-
ple are used to reading its content. Shifting to non-pixel based ambient
displays complicates a lot of properties. The displayed information
presentation is always abstract and also predefined. The aeshetical ap-
pearence should match its architectural envirnoment to fit in. At best
the ambient display is perceived as decorational object without any
function when unattended [7].

4.1 Abstract presentation and readability
Humans can sense their environment. Shapes, sounds, lights and mo-
tions are controllable values which can be allocated as dimensions for
materializing ambient displays. They are tangible objects like furni-
ture. The purpose of the display and the data mapped on it have to
be defined before building it. Supplementary changes are not possible
which results in a limited bandwidth of information data.

The Dangling String
The Dangling String by artist Natalie Jeremijenko was the first am-
bient display ever made and had one single dimension. The installa-
tion consisted of a longish plastic wire mounted on an electrical motor
fixed at the ceiling. The motor was connected to a local Ethernet cable
translating each transported bit into motion. A little traffic caused a
tiny jerks of the motor. A busy network produced a permanent rotat-
ing string whose whirling could be seen and heard in the hallway of
the office building where it was installed [22].

Gustafsson and Gyllenswärd built a similar ambient display show-
ing the electrical energy consumption in a illuminated power cord. The
brightness of the lights enwrought into the cord increased with more
flowing power and decreased with less power [4].

These and the following examples try to raise peoples’ awareness
for available information which can not or hardly be perceived without
the used ambient displays.

Breakaway
Jafarinaimi et al. developed Breakaway, a sculpture on a writing desk
mirroring the user’s sitting position. The ambient display addressed
office workers spending long time periods of day at the desk. The aes-
thetical designed simple vellum sculpture illustrated an abstract sitting
human being who could have an upright and increasing slouching po-
sitions. The presence of the worker was detected by sensors in the
desk chair. An attendant user caused a stepwise increasing slouching
position over the time. The sculpture started to return to its upright
position as soon as the office worker stood up. Full recovery of the
initial position was gained after ten minutes of absence. The chosen
appearance of the display achieved both showing personal user infor-
mation and being a visually appealing sculpture at a public place [10].
Breakaway belongs to the subgroup of pervasive displays enhancing
awareness. The information of time was constantly available for ev-
ery user. Though translating it into a sculpture was needed before the
users awoke to the fact of how much time had already passed by.

Magic Clock
Knowing about the whereabouts of humans is rather unusual data
and displaying it with an ambient display quite challenging. Brudy et
al. literally used furniture by converting an old longcase clock into a
device displaying people’s locations. The clock work, hands and the
face were replaced by custom parts. Instead of the usually two watch
hands for minutes and hours there were four hands representing one
person each. The twelve hours on the clock face were exchanged
with twelve different names of the mostly frequented locations, for
example work, university or home (see figure 5). The users’ positions
were delivered by a central server which again gained the current
positions by retrieved smartphone GPS data of each individual. The
users’ smartphone online statuses were additionally represented by
LEDs at the top of the clock [2].

Pieters went one step further and did not build furniture, but an

ambient display integrated into a wall. He was able to control the
patterns of a wallpaper by using thermoink which changes its colour
with different termperatures [16].

Fig. 5. Magic Clock face with multiple watch hands indicating each the
current location of one person [2]

4.2 Interaction
The previous examples did not use any direct input. Interaction with
materializing ambient displays requires the user to be notified about
input possibilities. This can either happen by an intrusive signal to
gain the user’s focus or by explicit controls. When we see a button,
we want to push it. Or we want at least to know what it is for, due to
human curiosity.

BRiK and other office environment ambient displays
Stobbe et al.’s BRiK works similar to Breakaway. It informed the of-
fice worker at the desk about the progress of one elapsing hour. BRiK
was mounted at the ceiling and hung down attached to strings (see
figure 6).

Fig. 6. BRiK translates a 60 minutes time lapse by descending towards
the desk [19]

Starting at the top, BRiK slowly descended until it reached the
desk after 60 minutes. The user sitting at the desk was able to read
the elapsed time from the corner of the eye without being disturbed.
When it arrived at the desk, BRiK lightened up to get into the user’s
focus and started nudging after a while if it was being ignored. The
options now were either to lift it up for delaying the break or tilting
it to reset the device when having a break. In an office environment,
BRiK also had a community feature. Other BRiKs close to their
break-time were also notified. Thereby people could enjoy their break
together [19].
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Many other interactive ambient displays address office environ-
ments, too. Hausen et al.’s StaTube visualised the own and selected
others’ Skype status with LED enlightened colour-coded elements
in a tube. Rotating the tube changed the own state. The StaTube
increased the status awareness of other contacts and helped to keep
the often wrongly set own state updated. This was achieved by the
ambient representation and its simple tangible surface [6].

Go with the Flow helps to manage the information flood, in this
case caused by incoming emails. McNamee and Cuttica used tubes
with valves at the bottom. Each one of the three tubes symbolised one
of the email sender groups work, friends and family. The tubes were
filled with differently coloured water according to the arriving emails’
senders. When the valves were fully opened, no filters were applied
and every email got through. The more a valve was shut off, the less
emails arrived at the inbox and water in the associated tube. The inten-
tion was the regulation of the email flow by tangible hardware controls
for scenarios like being at work, at home or having guests [12].

4.3 Private and Public space
The previous ambient displays are placed in private or semi-public
office environments. They are part of the room as walls, furniture or
decorative art and fit in well. When we look for art in the public we can
often find objects using water, like fountains. The following ambient
displays use water as medium to present information:

The Information Percolator
The Information Percolator by Heiner et al. was a display consist-
ing of 32 water tubes with air bubbles rising up in them. Air was
released by a micro-controller through thin hoses into the tubes. The
whole setup could resolve pixel-based data into bubbles with a small
resolution. Heiner et al. developed different applications for the Infor-
mation Percolator. The first one was a clock which showed different
images switching every 15 minutes to give a time impression. A sec-
ond awareness app mapped a person passing by the hallway as a bar
on the display, similar to the Vogel’s and Balakrishnan’s proxy bar.
Another application could display text with four to five characters in
a ten point sans-serif font. Their last developed application was inter-
active painting. The Information Percolator tracked the movements in
front of it and showed passing objects as a stream of bubbles. Curious
stopping people could then draw bubbles with their hands and body
[7].

Bit.Fall
The technical art installation by Popp used falling water drops to
translate pixel data. Bit.Fall could display images, words or patterns
like the Information Percolator in a higher resolution (see figure 7)
[17].

The shown ambient displays could be installed in various places like
hotel lobbies, airports, public squares and in any other public location.

4.4 Ambient environments
Mark Weiser’s vision included plenty computers integrated anywhere
in the environment [23]. All previous listed examples have a single
purpose only and just realise parts of the vision. Ishii et al. envisioned
a whole room as an interactive ambient display. In their concept proto-
type named ambientROOM from 1998, they mapped data on multiple
dimensions presented by water, sounds, air flow, lights and motion.
Tangible objects like a bottle were used to switch displayed data di-
mensions on and off or to exchange a data mapping of one represen-
tation to another one. Although many ideas have been very abstract,
the ambientRoom demonstrated how a full ambient environment could
look like in future [9].

Ambient Kitchen
The Ambient Kitchen by Olivier et al. is the closest approach to
Weiser’s vision yet. It integrates hardware parts like accelerometers,
pressure sensors in the floor, RFID tags and readers, projectors, speak-
ers and cameras. The kitchen uses the multiple sensor streams to locate

Fig. 7. Bit.Fall illustrates images, words or patters with water drops [17]

the user and assist wherever possible. The original idea was the devel-
opment of a supportive kitchen for people with dementia. It was able to
detect the user’s intention and provide step-by-step instructions. This
was achieved by RFID tags in the cookbook and the kitchen utensils
and objects. The system detected the current opened page of the book,
adapted its kitchen wall sceen contents (see figure 8) and gave the first
instruction visually and audible. Whenever a utensil was needed, it
was possible to track the user if the picked up object was the right
one and the accelerometers and the video input checked if it was used
correctly. When the user was having trouble or was doing it wrong,
the system played a video showing a person executing the task to be
done. Being able to prepare own food and drinks was essential to
evaluated dementia patients. Ubiquitous computing in the Ambient
Kitchen helped them to stay independent [15].

Fig. 8. Ambient Kitchen showing additional cooking recipe information
on the wall [15]

5 DISCUSSION

The age of ubiquitous computing has arrived and created the pre-
requisites for Weiser’s vision to come true. The technical progress
made hardware like sensors and micro-controllers inexpensive. At
the moment, ambient displays are under development and most of
them are not more than proof of concepts. People are used to their
standard computer setup with mice, keyboards and monitors and are
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Table 1. Ambient Display Characteristics Overview

Name Interaction Dimensions Display Type
Informative Art No >3 pixel

InfoCanvas No >3 pixel
CareNet Display Yes >3 pixel
Interactive Public Yes >3 pixelAmbient Displays
Dangling String No 1 non-pixel

Breakaway Yes 1 non-pixel
Magic Clock Yes 4 non-pixel

BRiK Yes 1 non-pixel
StaTube Yes >3 non-pixel

Go with the Flow Yes 3 non-pixel
Information Percolator No/Yes >3 non-pixel

Bit.Fall No >3 non-pixel
ambientROOM Yes >3 non-pixel

Ambient Kitchen Yes >3 mixed

still adapting slowly to smartphones, tablets and interactive TVs. All
previously enumerated devices are capable of multitasking and try
to cope with the information flood up to now. This is the problem
of the mostly for one purpose designed ambient displays – there are
hardly any reasonable use cases yet. However, the need for alternative
data representation and more bandwidth will exponentially increase
– perfect conditions for ambient displays. Practical applications and
profound research can already be found in the health care sector,
for example the CareNet Display [3] and the Ambient Kitchen [15].
More sectors like controlling and other divisions processing high data
volumes might follow soon. New techniques like bendable displays
or touch-sensitive formable input materials will allow further progress
resulting in more application possibilities.

Pixel based ambient displays have the advantage of being recognised
as people are used to screens displaying information. Touch screen
devices are state of the art and used in people’s everyday life which
allows easy user interaction [3]. Reading abstract encoded data of
ambient displays can be challenging and is a learning process [18].
However, they can also show previously inperceptible information
or enhance the user’s awareness in many useful contexts. Due to its
screen components they can change their appearance easily and adjust
the shown data dimensions (see table 1).

Materializing or non-pixel based ambient displays are built for
a previously specified purpose. They can fit in perfectly into their
architechtural surroundings as decorative objects or parts of a room
itself. That is without any attention, materializing ambient displays
can completely disappear in their environment. This will be very
helpful to accept them as parts of our future home environments.
Another advantage is their tangibility. In contrast to pixel based am-
bient displays, materializing ones can be touched three-dimensionally
which results in high interactivity (see table 1). The dimensions of
non-pixel based ambient displays are limited by default (see table
1). However, their often intuitive (non-screen) characteristics and the
resulting better data translating speed outweighs this boundary.

6 CONCLUSION

Ambient displays can be used in various contexts showing personal or
general information in private and public space. Their abstract rep-
resentation of the data reduces the information bandwidth and com-
plicates their readability, but by utilising calm technology they work
in the periphery of the user’s attention. Thereby they cover ununsed
human information channels with almost unlimited capacities. The in-
formation overflow surpasses the human capacities already now and
is going to explode in the next years. This is why we definitely need
ambient displays in our digital world and even more in the future.
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http://www.magicclock.de, 2012. visited 2013-12-01.

[3] S. Consolvo, P. Roessler, and B. E. Shelton. The carenet display: Lessons
learned from an in home evaluation of an ambient display. In Proceed-
ings of the 6th Int’l Conference on Ubiquitous Computing: UbiComp ’04,
pages 1–17. Springer, 2004.

[4] A. Gustafsson and M. Gyllenswärd. The power-aware cord: Energy
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Navigational Tasks in Human-Robot Interaction

Martin Jaschkowitz

Abstract— The goal of this paper is to introduce the topic Human-Robot Interaction (HRI) to the reader in a structured way with
a focus on navigational tasks for professional mobile service robots. To achieve this goal important problem domains for mobile
robots are presented. Also it is shown that high level tasks performed by mobile robots consist of a small number of task categories
as secondary tasks whereby one fundamental group are navigational tasks. Furthermore options of Human-Robot Interaction are
analyzed based on a taxonomy of such interactions as well as from a designer perspective. In the second half of the paper a major
emphasis is placed in presenting input and output devices for navigational tasks used in the research on HRI beyond traditional
Human-Computer Interaction options. In addition to input modalities like speech and gesture input also devices for robot control
including exotic options like using light and tangible user interfaces are included in this paper.

Index Terms—Human-Robot Interaction, Input/Output Devices, Navigation, Navigational Tasks, Robotics, Robot Control, Secondary
Tasks, User Interfaces

1 INTRODUCTION

In march 2011 after an earthquake occurred near the coast of Japan
a major tsunami hit the north-east of Japan. One of the tragic conse-
quences of this tsunami was one of the worst nuclear accidents at a
power plant in Fukushima in history of mankind. In the ’Fukushima
I nuclear power plant’ nuclear meltdowns happened and a large quan-
tity of radiation was released in the environment. It took about a month
that the first search and rescue robots coming all the way from the USA
could support the human workers in coping with this nuclear crisis. In
figure 1 such a robot is shown. According to Professor Paul Oh an
expert in the fields of robotics a fast response in the first few hours
with robots that are able to work in such environments could have re-
duced the impact of the disaster [42]. So the question must be asked
why there were no robots capable of coping with aspects of this crisis
available in one of the most industrialized countries of the world and
instead humans had to put their life in high danger for a long time or
even worse certain measures could not be taken at all. For research
such tragic events can also be a kind of catalyst and following the de-
scribed events the research in robotics in Japan started out strongly
[9]. This tragic example shows in an extreme case how robotics and
also effective interaction of robots and human can influence the life of
people. Of course most applications of robots are not that important to
mankind like the example above, but nevertheless is the research area
of Human-Robot Interaction an important research area.

There exist many definitions for robots, because it is a broad dis-
cipline. One possible approach to this topic is to look at different
categories of robots [41]. Three such categories of robots have been
identified. One major class of robots are industrial robots. In many
industries production is highly dependent on robotic work and there-
fore industrial robots are the most frequently used robots today. The
first industrial robots were developed in the 1960s and since then they
have become widespread in industrial production. An example are me-
chanical robot arms used in the production of cars. A second class of
robots are professional service robots. Robots of this class assist hu-
mans in their professional goals mostly outside of industrial settings.
To do so they typically manipulate and navigate the physical environ-
ment. One widely known example are space exploration robots, like
the Mars Rovers, that assist humans in gathering wisdom about the
universe [8]. The third class are personal service robots. In contrast to
professional service robots this robots are used in domestic settings or
in recreational activities. Typical examples are robotic vacuum clean-
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Fig. 1. Training exercise for robot use in Fukushima [9]

ers that assist people in cleaning their home and robotic toys for en-
tertainment. The amount of necessary interaction varies between the
classes and also within the classes based on the application area, but
typically more interaction is necessary for service robots than for in-
dustrial robots [41].

The focus of the paper is primarily on the professional service robot
class due to the pioneering role of this class for mobile robots. Also
from a task point of view this work will mainly deal with navigational
tasks, like how to get efficiently from a position to another position in
the environment. These tasks are important secondary tasks for most
applications of professional mobile service robots.

2 ROBOT TASKS

Examples of areas where robots are used and related primary tasks
performed by robots are given in the first section of this chapter. In
the second section it is shown that these primary tasks consist of sec-
ondary tasks that belong to five task categories and the task category
navigational tasks is presented in more detail.

2.1 Primary Tasks
Robots are used in many different application areas and because of
the diversity of application areas a large number of different primary
tasks that can be carried out or can be supported by robots exist [38].
In this section therefore only three examples for important application
areas of robots are presented to get an overview of the difference of
important problem domains mobile robots are used for [8].

One area of application is the field of search and rescue. In this area
robots are used to help in the search for persons that are in distress and
also in the rescue of these persons. This field can be further divided in
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different subfields based on the environment the emergency situation
happens like urban search and rescue. An example primary task in this
field is the search for survivors in a collapsed building.

A second application area is assistive and educational robotics. This
is a broad area, because there are many aspects of human life that can
be supported by robots. One such group of robots are assistive robots
that help people with disabilities or elderly people. Also robots that
assist humans in hazardous work belong to this area. An example
primary task is the support of disabled people in their daily life.

A third area of application robots are frequently used are military
and police applications. Because of the dangerous nature of many
tasks in this field robots are often preferred over humans to reduce the
risk for human life. There are also many tasks that robots can fulfill
easier or better like information gathering. An example primary task
in this field is the remote disposal of bombs or mines.

2.2 Secondary Tasks
For task-oriented mobile robots five task categories have been iden-
tified which primary tasks can be composed of [38]. These five task
categories are navigation, perception, management, manipulation and
social tasks. In the context of high level primary tasks the base tasks
in these five task categories can be considered secondary tasks. Such
a division into task categories is helpful, because of the previously
presented high diversity of primary tasks in the field of robotic. That
is why these categories were used to develop a set of common task
metrics for Human-Robot Interaction which can be applied to a broad
number of applications and systems. In the following a short overview
of each task category is presented and navigational tasks are examined
in more detail, based on Steinfeld et al. [38].

2.2.1 Task Categories
The base task navigation deals with the problem of moving a robot
between two points in the environment. To perform this task the robot
needs to know its position, the desired destination, information about
how to get to the destination and also information about the environ-
ment and how it should react based on the environment. Perception
focuses on getting the necessary information of the environment for
the high level tasks. This task can be divided in two parts. On the
one hand received sensor data has to be interpreted in a context estab-
lished by proprioceptive sensing. This means that information about
the position of the robot and its sensor needs to be considered for cor-
rectly interpreting the measured sensor data. On the other hand a ac-
tive search for additional sensor data can be performed, for example
by moving a camera. Management is about the coordination of the
actions of humans and robots. This task includes the allocation of
resources and also task allocation in groups. The manipulation task
deals with the robot manipulating the environment. Common ways of
manipulating are the use of robotic arms, non-prehensile movement
and discrete actions, like dropping of a pay-load, of the robot. The
social base category is about social interaction of the robot typically
with humans. This is a broad field because of the many different social
interactions that are possible.

2.2.2 Navigational Tasks
Navigational tasks are fundamental tasks for mobile professional ser-
vice robots, because navigation is the basis for using the mobility of
the robot goal-orientated and therefore navigation as a secondary task
is necessary to carry out primary tasks that require mobility. There are
three subcategories of navigational tasks. Firstly there is global navi-
gation, which is about getting an understanding of the overall location
the robot is in to help the robot to achieve its task. The necessary pa-
rameters can on the one hand partially set before starting the task or
even deploying the robot and on the other hand during the task the
robot also needs to get this type of information. The second subcate-
gory is local navigation. Local navigation is about fine scale informa-
tion for navigating within an area and in this task also effects like ob-
stacles, moving objects or humans, are considered. For example global
navigation is about the building and the floor a urban search and res-
cue robot performs its primary task, whereas local navigation is about

finer scale information likes doors or people in the area. The third sub
category obstacle encounter is about handling obstacles that the robot
encounters or interacts with. One can not assume that only because of
good global or local navigation there will be no encountered obstacles
or that the robot does not get into bad situations. Therefore the han-
dling of obstacles and the extraction of the robot out of obstacles is an
important part of navigational tasks.

3 HUMAN-ROBOT INTERACTION

This chapter provides an overview of the different ways of Human-
Robot Interaction and therefore helps to establish a basis for the sub-
sequent chapters of this paper. HRI is necessary even for highly au-
tonomous robots because humans could want to control the robot for
example in tasks with a high impact and also even autonomous systems
need to have high level goals defined. In the following two different
approaches to the field of HRI are presented. In the first section a tax-
onomy of Human-Robot Interaction is introduced and in the second
section a designer perspective of HRI is presented.

3.1 Taxonomy of Human-Robot Interaction
Yanco and Drury [44] proposed in the year 2002 a taxonomy of
Human-Robot Interaction based on existing taxonomies for Human-
Computer Interaction, robotics and HRI. In 2004 an updated taxon-
omy was published by Yanco and Drury [45] that is widely cited in
HRI literature. In this taxonomy eleven categories by which the inter-
action between humans and robots can be classified with classification
values for each category are described. Subsequently based on Yanco
and Drury [45] the taxonomy categories are presented to a varying
level of detail depending on the complexity of the specific category.

3.1.1 Task Type
The task type is specified at a high level and therefore corresponds to
the primary tasks of robots presented in section 2.1.

3.1.2 Task Criticality
The critically of a task indicates the consequences of problems while
performing the task. Criticality is defined in the context of affecting
the life of humans and only three values (low, middle, high) can be
specified.

3.1.3 Robot Morphology
Robot morphology describes the physical form of robots. Three basic
types of shapes of robots are distinguished here. Human-like (anthro-
pomorphic), animal-like (zoomorphic) and functional shapes.

3.1.4 Ratio of People to Robots
The ratio of people to robots compares the number of people with the
number of robots in a system as a non-reduced fraction.

3.1.5 Composition of Robot Teams
The composition of robot teams can be homogenous with only one
type of robot or heterogeneous with different types.

3.1.6 Level of Shared Interaction Among Teams
The level of shared interaction among teams is about the approach
of controlling the robot. The modes of controls described here are
based on the possible combinations of single, multiple individually
acting or teams of either robots or humans. The combination multiple
individually acting robots to multiple individually acting humans is not
included by the authors and therefore there are eight possible values in
this category.

3.1.7 Interaction Roles
Based on a model of interactions developed by Scholtz [37] five basic
interaction roles humans can have in the context of HRI are consid-
ered in this category. These roles are supervisor, operator, teammate,
mechanic/programmer and bystander. A human in the supervisor role
does control the overall situation, like setting larger goals for the robot,
and also monitors the behaviour of the robot. As operator a human
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mostly sets actions for the robots, for example by teleoperating it. In
a teammate or peer role a human works together with the robot on a
task, but can also if necessary control the robot within the larger goals
set by humans in the supervisory role. In a mechanic or programmer
role the human alters the hardware of software of the robot. A human
in the bystander role can only have a limited number of basic interac-
tions with a robot, like walking to the robot. Goodrich and Schultz [8]
proposed in 2007 two more interaction roles, namely the mentor role
and the information consumer role that could also be considered.

3.1.8 Type of Human-Robot Physical Proximity
The type of human-robot physical proximity is about the physical
proximity of physical interactions between humans and robots. Pos-
sible values are none, avoiding, passing, following, approaching and
touching.

3.1.9 Decision Support for Operators
The decision support for operators is about the information operators
are getting in the interface to the robot to support their decisions. There
are four subcategories, namely a list of all available sensors, a list of
the sensor types whose sensor data is provided in the user interface,
the type of sensor fusion and the pre-processing of the sensor data.

3.1.10 Time/Space Taxonomy
The time/space taxonomy indicates how the interaction is designed
temporal and spatial. It consists of the four combinations of two vari-
ables time and space, which have two possible values each. The vari-
able time has either the value synchronous when both the robot and
the human use the same time or asynchronous if this is not the case.
The variable space has the two values collocated or non-collocated.

3.1.11 Autonomy Level / Amount of Intervention
The autonomy of a robot is defined to be on a scale from teleoperation
to full autonomy. Keeping with this scale less human-robot interaction
is required the further a system is on the full autonomy side. In the pre-
sented taxonomy the autonomy is measured as the percentage of time
a robot is carrying out the task without input in a variable autonomy
and also the necessary percentage of time of interaction is measured
in a variable interaction. Both this variables add up to hundred per-
cent. There can also be systems that can adjust their level of autonomy
by design or according to special situations, like during times where
the communication is not available. Therefore it is also possible to set
ranges for the two variables for robots that vary their autonomy level
and the interaction levels.

3.2 Attributes of Human-Robot Interaction
Another option for approaching the field of Human-Robot Interaction
is to take a designer perspective. Goodrich and Schultz [8] have cho-
sen to do so in a survey of the field of HRI and noted that by adopting
such a design perspective HRI problems can be broken into constituent
parts. According to them there are five attributes designer can affect,
which will determine the interaction between humans and robots and
therefore have to be strongly considered. In the remainder of this sec-
tion based on Goodrich and Schultz [8] this attributes are presented.

3.2.1 Level and Behaviour of Autonomy
Autonomy in the field of HRI is used as means to support productive
interaction and therefore autonomy is here only useful when it sup-
ports beneficial interactions between humans and robots. Autonomy
can be described on scales like the scale described at the end of section
3.1 between teleoperation/no autonomy and full autonomy. This type
of scale can not only be used on the whole robot by averaging over all
tasks, but can also be applied to individual subtask within a problem
domain. Another way to consider autonomy in the design of Human-
Robot Interaction is by taking a mixed-initiative approach [1]. In such
an approach the human and the robot choose an interaction form ac-
cording to what is the best way to solve the current task and this can
mean that there are on the fly changes according to subtasks. In this
context one speaks of dynamic autonomy. A high dynamic autonomy

can even be more difficult to achieve than full autonomy due to the
need of full autonomy in some times and effective and natural interac-
tion with humans in other times. In figure 2 levels of autonomy that
can be used in such a scale are shown. Naturally for different points
on this scale different HRI issues arise. Implementing autonomy is the
focus of a large multidisciplinary research area and so there are differ-
ent models known today that can be used for implementing autonomy.
An example of such an model is probalistic robotics, where statistical
probalistic algorithms are used in order to enable autonomy. An im-
portant metric for this attribute is the is the neglect tolerance [7, 32],
which specifies how the performance of the robot on a task declines
without interaction.
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Fig. 2. Levels of autonomy based on Goodrich and Schultz [8]

3.2.2 Nature of Information Exchange

The nature of information exchange between the robot and the hu-
man is primarily about the communications medium and the format of
communication. The used communications medias are mostly based
on the three human senses: seeing, hearing and touch. The comuni-
cation media include visual displays with graphical user interfaces or
augmented reality interfaces, gestures, speech and natural language,
non speech audio and physical interactions with haptics. The format of
communication however is mainly dependant of the primary task and
the problem domain. Therefore it can vary widely. This means that
designers of interactions between humans and robots have to choose
a suitable communication format for the actual application they de-
sign for. One example for the format of communication in the area
of speech is the use of natural language in contrast to the use of a for-
mal language. Metrics for this attribute include the interaction time for
communicating intent or instructions to the robot, the mental workload
of an interaction, the situation awareness produced by the interaction
and the amount of shared understanding between the robot and the
human.

3.2.3 Structure of Team

The primary task can make it necessary that more than one robot per
human or more than one human per robot is needed in a system. There
are three aspects that have to be considered here. The first aspect is
the number of robots or humans in a team. This number is typically
dependant on factors like the autonomy of the robot, the primary task
and the available communication modes. One important metric here is
fan-out, which specifies how many robots of a type can be controlled
by one human effectively [7]. The second aspect, is the organisation
of the team. Organisational questions, like who has the authority for
decisions, who has the authority to issue commands to the robot at
what command level, how conflicts are handled, how roles are defined
and supported and how static the organisational structure is have to be
considered here. Also different interaction roles need to be adressed.
A third aspect that can be included in the field of HRI is the role of
software agents in a system that both the human and the robot could
interact with. A simple example for such a software agent is an in-
telligent interface with an interface agent that interacts with both the
human and the robot. The third attribute therefore nearly corresponds
to the taxonomy categories ratio of people to robots, the level of shared
interaction and interaction role in the taxonomy presented in the pre-
vious subsection.
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3.2.4 Adaptation, Learning and Training
There are two different classes discussed in the training of humans us-
ing robots based on the respective application areas. On the one hand
there exists application areas which require that humans can interact
with robots with only minimum training and adaptation for the human.
On the other hand there are application areas that require the operator
to be trained before using the robot. Domains where the interaction
should be designed in a way that it needs minimal training are for
example robots for personal entertainment or robots that are used for
pimary tasks with children or disabled people. To achieve such a goal
designers can use common mental models for the interaction or they
can exploit fundamental cognitive, social or emotional processes. Ap-
plication domains, like military or police applications, often require
the humans to be trained extensively because of high workload or high
risk. Also there are cases typically with proximate robots, where the
interaction is designed to produce learning of humans. Furthermore
robots can be designed to learn for example as part of interactions.
The learning of robots can be especially relevant in long term interac-
tions with humans.

3.2.5 Shape of Task
For this attribute the designer has to consider how a task should be
done and also how it will be done after support of the task by robots
is introduced. Designers can explicitly shape a task by modifying it to
better support interaction. For example special tools for robotic arms
can be used or special tasks can be performed before the robot starts
its primary task, like pre-inspection tasks.

4 INPUT/OUTPUT DEVICES

In this chapter different classes of input devices, but also correspond-
ing output device that are used for Human-Robot Interaction and es-
pecially for navigational tasks are presented. The main focus of this
chapter are approaches which go beyond traditional control options
in Human-Computer Interaction (HCI) a different but related research
field to Human-Robot Interaction (HRI).

4.1 Traditional Control Options
Coming out of the area of HCI the control of robots is tradition-
ally achieved in HRI by common computer input and output devices.
Therefore primarily a combination of mouse and keyboard is used in
many systems, but also joysticks or gamepads are used [11, 13, 26, 27].
Such conventional input devices are in many cases not optimal for con-
trolling robots as the layout of keys and buttons is often limited and
therefore an intuitive mapping to robot actions is difficult [10]. The
main output device for the information the robot gathers and provides
in traditional control systems are graphical user interfaces on 2D mon-
itors. For example in the area of search and rescue robots it is therefore
researched how to design such interfaces to best support the operator
and also lower cognitive load of the operator [3, 16].

4.2 Speech and Gesture Control
Humans use a high number of interaction modalities in interaction
with other humans, like a face to face conversation. Prominent nat-
ural interaction modalities used are speech and gesture. In Human-
Robot Interaction such interaction forms could be used naturally with-
out training by humans, if the robot is able to understand and in the
best case also use these natural interaction modalities [39].

Using speech alone for navigation is often problematic, because hu-
mans often naturally use ambiguous descriptions of locations that are
only understandable with additional information, like gestures [33].
Therefore speech is typically used in conjunction with other input
modalities in multimodal human-robot interfaces, like shown in sec-
tion 4.8. Body gestures can however be used on their own to control
a mobile robot. There are two main ways the robot can capture this
body gestures [10]. On the one hand vision based systems are used,
where cameras track a human to recognize the gestures. One early ex-
ample for a vision based gesture interface to control the movement of
robot was reported in 2000 [43]. In this system a human could instruct
a mobile robot to follow him with an arm gesture and the robot could

also be instructed to navigate to objects on the floor and to pick them
up by pointing at the objects. On the other hand system for recogniz-
ing body gestures exists that require the human to use special gesture
controlled input devices. A recent example for this class is the use of
the WiiMote, the controller of the Nintendo Wii gaming console, for
controlling robots [10, 29]. With the Nintendo Nunchuck an exten-
sion for use in the second hand is also available. Accelerometer are
installed both in the WiiMote and the Nunchuck and so arm and hand
based gestures can be recognized. It was shown in an experiment that
these devices have the potential to outperform a keyboard interface
for certain navigational tasks. One possible cause for this is that with
a gesture interface there is lower cognitive load. Even untrained test
persons were free to look at the monitor the whole time and therefore
did not need to focus on a keyboard to control the robot. It should
be noted that the WiiMote and the Nunchuck also have buttons and if
these buttons are used in the interaction one could classify this devices
as multimodal devices which are discussed in section 4.8.

4.3 Touch and Multi-touch Displays
Touch control of robots started to become an active research topic in
the last years due to the higher availability of this type of screens and
also due to advancements in multi-touch technologies. In this subsec-
tion control options of robots via touch screens or tabletops with touch
capabilities mostly in remote control situations are shown. Especially
multi-touch enabled screens and the possibilities of multi-touch ges-
tures for Human-Robot Interaction are discussed and also the control
of teams of robots is mentioned in this subsection. There are different
ways of using touch screens for controlling robots and in the following
three research areas are presented.

4.3.1 Top-Down Perspective
In this research area a top-down perspective of the work area and the
robot is used. So such a view of the work area has to be available first
typically by capturing the work area with cameras mounted in the ceil-
ing. Use cases are therefore limited to places where such cameras can
be installed. Sakamoto et al. [36] introduced a stroke based interface
in this research area in the year 2009 with the goal to create an inter-
face that allows a high usability without much training of the human.
The developed prototype was a vacuum robot for in house use. For
this system pen-stroke gestures were used, because simple efficient al-
gorithms to recognize this type of gestures exist. To control the robot
the user draws freeform strokes or predefined stroke gestures, for ex-
ample for stopping the robot, on a touch display. Navigational tasks
like moving the robot in the environment can be achieved intuitively
by drawing a path in a single stroke from the robot as start point to the
desired destination. Work in an area can be started with a lasso stroke
over the desired area. The evaluation of the interface showed that this
type of stroke based interface can be used intuitively. A top-down
view was also used by Kato et al. [17] in 2009 in an multi-touch inter-
face for controlling multiple robots. Controlling multiple robots with
a user interfaces for single robot control is highly problematic because
of the increased amount of information that is necessary. Therefore
the control of multiple robots puts special constraints on an interface.
A top-down view in combination with touch interaction is one possi-
ble way to handle such interactions. The implementation of Kato et
al. uses an indirect grid based navigation approach where a movement
vector for each grid on the map could be set by touch interaction and
all robots move accordingly to the movement vectors in grids near their
position. It should be noted that such an indirect approach has some
shortcomings, like that it is difficult to operate a single robot near other
robots.

4.3.2 Third-Person Perspective
Another research area studies a third-person perspective of the robot.
By using such an approach on the one hand the human has a better
overview over the robot and its environment, like the position of ob-
stacles. On the other hand such an appraoch allows the human to in-
teract with the robot directly by seeing the parts of it in the interface.
In the system TochMe [13] users can control all parts of a robot, like
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its robotic arm or the position and direction of the robot, by touching
and dragging the appropriate part of the robot. For the implementation
of this interface an computer generated model of the robot was used as
a overlay over the robot and the user only interacts with this generated
image. For example a user moves this image to a destination and can
then observe how the real robot navigate to match the position of the
image. The interaction therefore works in a similar way to the inter-
action in 3D modeling software. Techniques, like virtual handles for
showing what interactions are possible on a selected part, and inverse
kinematics were used to facilitate the interaction. There are also some
ways suggested by the authors for obtaining the necessary third-person
view for this system. One could use already installed surveillance
cameras or other robots like flying cameras or other normal robots in
the same work area. The developed prototype used fixed surveillance
cameras. Furthermore it was evaluated what type of scheduling of the
robot motion (move-after-touch, move-during-touch or move-during-
and-after-touch) is best used in such an approach. In the conducted
user study the move-after-touch interaction was for most test persons
the easiest to use overall. Also shortcomings, like problems with the
single third-person view available through the surveillance camera and
with the touch interaction were reported. Therefore the authors con-
clude that moving third person cameras and a multi-touch or stylus
based interface should be further examined.

4.3.3 First-Person Perspective
Another research area investigates the combination of a normal first-
person views out of the camera perspectives of the robot with multi-
touch interaction with the robot. Micire et al. [27] examined in 2009
a multi-touch interface on a tabletop that was built by adopting an ex-
isting joystick interface for search and rescue robots. The user could
control among other things the front and back camera of a robot by
touch control and a joystick was simulated through a virtual touch
based joystick. Main findings in the evaluation of this system were
that such a simple adaptation is not that effective, because users tried
to use advanced interaction techniques they were accommodated by
using other devices with multi-touch interfaces, like mobile phones.
But it was also stated that user were enthusiastic about using multi-
touch displays for controlling robots. Following on this base study
Micire et al. [25] conducted a second study to identify a natural ges-
ture set for controlling both single robots and teams of robots. For
positioning robots on multi-touch displays drag gestures where found
to be the most natural gestures in this study. It was noted that the in-
terface should not only support one finger drags, but also 2-finger and
n-finger drags, because these gestures were used interchangeably by
test users. Also several other guidelines for the gesture set for control-
ling robots were reported. Based on these previous work and several
paper prototypes the DREAM interface [26] for two-handed control
of robot on a multi-touch table were presented in 2011. For this inter-
face a design similar to video game controllers with two virtual thumb
sticks, one for each hand, was chosen. One thumb stick controls the
camera movement and the other one controls the robot movement. A
graphical user interface consisting of a main video panel, a rear video
panel, a distance panel and a map panel was also developed. This new
interaction method and interface was tested in a study with the same
procedure to the study in the first presented paper from 2009 [27].
With the new DREAM interface users could explore larger areas in
the same time and also more victims were found in a search and rescue
mission. One important factor for this was that the operator was able
to control the camera and the movement of the robot at the same time
in an ergonomic manner. Also in comparison to traditional joysticks
the authors note that the user-centered interaction with the interface
automatically adjusting to the users hand is a major advantage.

4.4 Tabletop and Tangible User Interfaces
A strongly related class of devices to the group presented in the pre-
vious section are tabletop interfaces in combination with tangible user
interfaces. Tabletop interfaces are touch or multi-touch displays in the
form of tables and therefore this section is an extension to the previous
section by introducing tangible user interfaces.

Guo et al. [11] designed a user interface for interaction with a re-
mote group of robots based on a tabletop and tangible user interfaces in
an exploratory approach to find solutions for the interaction problems
with heterogeneous groups of robots. They mapped toys as tangible
user interfaces directly to robots and then compared the combination
of touch and tangible user interfaces to an interface only using touch
input. Both the tangible user interfaces on the tabletop and the real
robots at the robot workspace were tracked for the prototype with a
special object tracking camera system. In this interface the current
position of the robot is shown with an image by the system and the
controller can set the destination and orientation of the robot either by
touch input or by using toys that mimic the appearance and actual size
of the robots. On receiving such a command the robot moves with a
simple navigation algorithm from its position to the destination. For
evaluation a qualitative approach was used and as a result guidelines
for such interfaces were presented. Also it was noted that tangible user
interfaces have a strong impact on the user experience.

Another approach to tangible user interface was taken in the Rob-
oTable [21, 24] project. This project is in some way outside of the
context of this paper because in the prototype robots are only used
directly on the tabletop surface. Therefore the robots themself can
be used as tangible user interfaces for example by moving them di-
rectly per hand. With a combination of frustrated total infrared re-
flection (FTIR) and diffused illumination (DI) the system was able to
track both small robots with markers on the tabletop surface and multi-
touch and gesture inputs from users. In this project interaction with the
robots was explored in the form of two games that can be played co-
operatively with or against the robots. New techniques for interaction
with robots, for example through virtual objects that can be moved in
a mixed-reality environment were explored.

4.5 Mobile Devices
Using a mobile device for controlling mobile robots is for many ap-
plications highly beneficial. For example for many applications the
operator of the robot often needs to be also mobile and should be
able to control the robot with minimal technical infrastructure. For
example in military operations there is a need for such mobile con-
trol systems [6]. When mobile devices with appropriate computa-
tional power and communication technology became available more
widespread with personal digital assistants (PDAs) research in con-
trolling robots with mobile devices started out. With the emergence
of smartphones as modern successors of PDAs with more advanced
capabilities through built-in sensors, high resolution multi-touch dis-
plays and different communication technologies this research area was
reinforced.

4.5.1 Personal Digital Assistants
One of the first uses of PDAs for the discussed purpose was reported in
the year 2000 by Perzanowski et al. [33]. In this system the mobile de-
vice was not the only way of controlling the robot, but it was one pos-
sible way besides speech and gesture in a multi-modal interface. The
PDA was connected by an additional wireless ethernet device to the
robot and an interface with a map generated by one robot or multiple
robots through gathered sensor data was used on the PDA. A specific
robot could be selected through a menu and then two different com-
mands could be given to the robot by using a stylus-based interaction.
On the one hand a location could be set by tapping on the interface
and on the other hand an area could be selected by a stylus-based ges-
ture. In 2001 an adaption of an existing graphical user interface to a
PDA was reported by Hüttenrauch and Norman [15]. In this system
the PDA could communicate by a PC-Card interface with different
communication technologies like GSM or WLAN and therefore could
be used to control the robot at various distances. Through design it-
erations several problems for such an adaptation were found and also
three different prototypes were developed. One of the prototypes were
map-based and on this prototype the robot could be issued movement
commands by dragging its representation on the interface to the de-
sired destination. In the other two prototypes points of interests to
which the the robot had to move could be selected in a list.
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Fong et al. [6] developed beginning in the year 2000 using
HCI methods a system for remote driving a robot called PdaDriver.
PdaDriver is a system to teleoperate mobile robots in unknown, un-
structured environments with minimal needed training for the opera-
tor. The system was designed with the goal that it could be adopted
to different robots rapidly by isolating all robot specific code in two
modules for the control software of the robot. Furthermore multiple
robots could be controlled by switching between them. The user in-
terface supported three different modes of control, because of the high
number of different primary tasks in various environments that the sys-
tem can be used for. The first mode is a direct control mode, where
the system shows a video stream of the primary camera of the robot
and the operator can directly control the robot. The second mode is
an image mode, where the operator can set waypoints on static images
taken by the camera of the robot and the robot can navigate according
to this path. The third mode allows the operator to select the cam-
era that should be used for remote driving. An experiment where the
operator could not directly observe the vehicle was conducted. One
important finding in addition to the usefulness of the three modes in
different situations was that a map based mode should also be imple-
mented, because it would be in many situations help the operator. The
last system presented in this paper for the class of PDAs is also a sys-
tem for teleoperating mobile robots [19]. In this system a touch screen
was used for interaction, because stylus based interaction was found
to be problematic while moving. Also the PDA was attached to the
arm of the operator to free his hands. Three different screens for dif-
ferent information of the environment were developed. A vision only
screen showing a camera image, a sensor only screen showing range
information and a screen that integrates both information sets by using
the sensor data as a overlay over the camera image. The same touch
interaction technique with four transparent buttons arranged along the
edges of the screen for the four movement directions and a stop button
in the lower left corner was used in all screens. The different screens
were evaluated in a user study to determine the best screen design for
decision making [20]. A major finding was a poor performance of the
vision with sensor data as overlay screen, but this could be because of
long processing delays in the prototype.

4.5.2 Smartphones
Several systems that use smartphones for control of robots have been
developed in the last years. For example in 2009 a system that uses
a smartphone to control a military mobile robot was shown [12]. In
2010 a system using Bluetooth on a symbian based mobile phone for
both direct control and a map based control was reported [28]. Also
the Ar.Drone [22] a commercial flying robot that could be controlled
by an Iphone was presented. In this system the accelerometer of the
smartphone can be used to directly control the flying robot and con-
trol by touch is also possible for some functions. Furthermore in the
context of industrial robots control of the movement of robotic arms
were explored with the help of the accelerometer [23]. Another pos-
sible application of Smartphones in robotics that should be mentioned
is to use them as the main control unit of a mobile robot, because they
are highly available and comparatively cheap for their capabilities like
GPS receivers, cameras and gyroscopes [2].

4.6 Projection of Light
In this section ways of controlling of robots and especially the naviga-
tion of robots by highlighting areas of interest or routes with projected
light are discussed. This class of devices can be used best in a proxi-
mate interaction with a robot, which means that both the robot and the
human interacting together are in the same environment.

One possible way of interaction is to illuminate locations of interest
or objects with a laser pointer. Kemp and Anderson [18] proposed such
a system in 2008 where an off the shelf green laser pointer is used. The
main advantages of using a laser pointer for pointing instead of already
presented natural pointing through gestures are that laser pointer are
more precise and can also be much easier detected by a robot. Also
the spot of the laser pointer provides direct feedback to the human if
he points to the desired object or point. A main advantages against

systems like mobile devices with appropriate user interfaces are that
the human must not switch perspective to the device. To implement
such a system three steps must be handled. First the laser spot must
be detected within the environment, so a large field of view must be
searched for it. To achieve this detection, a prototype designed by
Kemp et al. used a catadioptric, omnidirectional camera design based
on a monochrome camera with a filter that is matched to the light of
green laser pointers. The second step is to look with a stereo camera at
the detected spot. Lastly based on the two images of the stereo camera
the 3D location pointed at is estimated and transformed to a point in the
robots base reference frame. The prototype could estimate the location
of over 99 percent of the designated objects with an average error of
only 9,75 cm. Also an experiment was conducted where the robot had
to autonomously navigate to designated objects in the environment and
grasp them with an robotic arm. The prototype could succeed 9 out 10
times with different objects. Therefore the authors concluded that this
type of interface is robust enough for realistic applications.

Another way of using projected light in a proximate interaction is
the use of a handheld light projector to control a robot. With VisiCon
[14] Hosoi et al. developed an system where navigational tasks can
be carried out by projecting a path of coloured light in the environ-
ment that a robot has to follow. Small image projectors are an active
research topic and such projectors combined with mobile devices for
selecting the projected image can allow the manipulation of robots vi-
sually in dynamic environments. For following the projected light the
relative position of the robot and the direction of the robot on the pro-
jected image must be calculated and a plan for the movement must
be generated. This detection can be handled by the robot through ap-
propriate sensors and software on the robot or it can be done at the
position of the human controlling the projector with the help of a cam-
era physically connected to the projector and appropiate markings on
the robot so that the system can easily identify it. Based on the Visi-
Con system a cooperative game was developed as a prototype where
multiple persons have to work together to lead a simple robot to de-
sired destinations. This game was tested successful with large number
of untrained participants including children.

4.7 3D Interfaces

In the field of the teleoperating robots the operator of the robot must
be aware of the environment the robot is in. In the case of navigational
tasks this awareness of the environment is typically tried to achieve
through two distinct sets of information [30]. On the one hand there
is video information, which is normally gathered by cameras on the
robot. On the other hand there is range information, which is generated
through special sensor systems like sonar or infrared sensors. These
two sets of information have both advantages and disadvantages for
navigational tasks. Video information provides rich information, but
is limited to a certain field of view and is dependent on the position and
orientation. Range information mainly gives hints about the distance
to obstacles and the possible directions the robot can be moved but do
not provide general knowledge about the environment. Out of gathered
range information it is possible to generate maps of the environment
with map-building algorithms.

Nielsen et al. [30, 31] compared how useful this two sets of infor-
mation are on the one hand in traditional 2D displays with an typical
2D user interface using an side-by-side approach and on the other hand
in an approach using a 3D display with an accustomed 3D interface,
that integrates range and video information. They have done multiple
experiments both as simulation and with real robots where they tried
navigational tasks and also other tasks like search tasks with both op-
tions. Also three conditions for both interfaces were explored, namely
only map information, only video information and both types of in-
formation at the same time. The results of this experiments suggest
that integrating both types of information in 3D interfaces is better for
navigational tasks than a traditional 2D side-by-side presentation of
the information. One important reason for this can be that in a side-
by-side representation the information compute for the attention of
the operator, while integrated the information complements each other
highly. Three additional principles have been identified that helps the
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3D interface to be better than a 2D interface. The first principle is
a common reference frame, which means that the different informa-
tion provided by the robot is displayed in a context to each other. In
a 2D interface there are distinct reference frames like video informa-
tion from the point of view of the camera and map information from
a perspective where north is on the upper part of the map. In the 3D
interface all information is presented in the same robot centric refer-
ence frame. The second principle is the correlation of actions of the
operator and responses of the robot which can reduce cognitive load
on operators. With the 3D interface the operator has a robot-centric
perspective and therefore the operator can issue commands and the ex-
pected result matches the response of the robot. This reduces mental
workload significantly. In a 2D interface the map-centric or video-
centric perspective must first be first converted by the operator to a
robot-centric perspective, which takes a high mental workload and can
also lead to errors more easily. The third principle is an adjustable per-
spective based on the requirements of the task that is supported by 3D
interfaces more easily.

4.8 Multimodal Human-Robot Interfaces

Humans typically interact with other humans with more than one
modality at the same time. For example in face to face communication
there are interactions not only by the means of speech, but also by ges-
tures, facial expressions or body movement. Therefore it is an active
research topic how robots can be designed to interact with humans in
a multimodal interface. In the following some examples especially in
the area of natural interaction with robots are presented.

As already stated, speech as the sole input modality is problematic,
because of ambiguity of language especially for navigational tasks.
Therefore a common combination in natural multimodal interfaces is
the combination of speech and natural gesture input [34]. In 1998
Perzanowski et al. [34] developed a system that could track natu-
ral gestures, like pointing gestures, with a vision based approach and
could also understand voice commands in natural language based on a
limited vocabulary. One important aspect of such an interface is that
there exists a mapping between the gesture and the speech command,
so that the robot can understand commands like: ”Go over there!”.
Also appropriate error messages have to be generated if this mapping
fails, like for example when the operator does not make a gesture or
a contra dictionary gesture. The main shortcomings of this system
were problems in speech recognition, especially in the recognition of
numbers, and in the vision system of the robot. In the year 2000 the
presented system was extended to allow stylus-based interaction to a
PDA as a third input modality [33]. On the PDA a map based view
is displayed that could be used to issue movement commands to the
robot. Also the system was tested with multiple robots that could be
individually addressed by a name assigned to them and that could also
be controlled all at the same time [35]. Multimodal interfaces can
therefore be used to integrate a human in a team of robots more easily.

Another example for such a multimodal system was presented in
2005 by Chambers et al. [4]. They proposed a dialogue-based ap-
proach where an interactive planning system acts as mediator between
the human and multiple robots. The human interacts only with this
mediator agent and uses for interaction as one input modality speech
in a dialogue based natural language approach and as a second input
modality a graphical user interface for tasks that are hard to do without
ambiguities in speech, like selecting specific groups of robots or high-
lighting areas on a map. Also this system followed a mixed-interactive
approach [1] by allowing the mediator to ask the human what to do
based on queries of the robots. To achieve such a system the robots
must have a high autonomy level.

A recent example of a multimodal interface is a robotic forklift that
can be commanded by voice and pen-based gestures [5, 40]. This
robotic forklift was designed to be able to work in outdoor environ-
ments and also it should work safely in proximity to humans. Further-
more it should be controlled by persons with minimum training. A
tablet computer was used for controlling the robot and as input modal-
ities both speech and pen-based gestures on a graphical user interface
could be used together. It was tested in a military warehouse and per-

formed successfully in a two day test period. But they were also some
shortcomings identified like problems with speech recognition in noisy
places and a too low autonomy level of the robot.

Of course there also exists a number of other modalities that can be
used in multimodal interfaces. An example for such a further modality
that can be used in controlling robots is head pose and head orientation.
Head Orientation can be a strong sign of the direction of attention of a
human and can therefore help a robot to determine if he is addressed by
an interaction. This modality was succesfully integrated with natural
speech and gesture recognition in a system in 2004 [39].

5 CONCLUSION

In this paper the topic Human-Robot Interaction was introduced with
a focus on navigational tasks for professional mobile service robots.
In the second chapter examples of important problem domains mobile
robots can be used for were introduced. It was also demonstrated that
primary tasks in these problem domains consist of a small number of
task categories with navigational tasks as important secondary tasks.
In the third chapter the topic Human-Robot Interaction was discussed
from two points of views. In the first section a taxonomy of HRI was
introduced and in the second section a designer perspective on HRI
was assumed. Lastly in the fourth chapter different classes of input
and output devices used in the research on HRI for navigation were
discussed including more exotic options, like the projection of light.

In my opinion the input and output devices that one should use in
a specific application to control a mobile professional service robot
are highly dependent on the specific primary tasks that the robot is
designed for. Therefore it is beneficial for designers to have a high
number of different options like shown in the last chapter available
that they can use for their specific application. Because the field of
robotics and therefore also the field of Human-Robot Interaction is a
huge field even exotic options can be used in specific use cases. It
would be therefore important to have more comparative studies ex-
ploring the use of different researched interfaces and input options. To
realize such studies an agreement on common metrics and test cases
will be highly helpful. Competitions of different robots or different
interfaces with a focus on navigation could also be a way to get a com-
parison of different options. Of the input modalities in my opinion
one major area that could in future be very important in proximate
situations is natural interaction due to humans using these forms of in-
teraction their whole life. Technical advances in related research areas
like speech recognition or object and gesture recognition could help
to achieve the goal of natural user interfaces in the future. In non col-
located interaction 3D interfaces could be a step in the right direction
for lowering mental load on operators conducting navigational tasks.
Eventually with advances in autonomous systems interfaces at a more
abstract level could be very important for HRI because such interfaces
would allow humans to only define high level plans or goals for the
robot or teams of robot and then they could supervise the execution of
the desired tasks. Because of events like the tragic accident discussed
in the introduction, but also because of military needs the area of HRI
will in my opinion be an active research area in the next decades and
it can also be assumed that the research effort in this area will be in-
creased over the next years.
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The Challenges of Security Questions for Fallback Authentication

Benno Kühnl

Abstract— Nowadays, Internet users see themself confronted with a great number of passwords they have to remember for accessing
various websites. This leads them to forget a password at times, making a solution for fallback authentication needed, which allows
them to regain access. At this point, security questions come in: During account creation, the user is asked to answer one or
more questions about personal information, in order to ask her again when she tries to authenticate via fallback authentication. The
questions aim to be as secure as passwords without the need for extra memorizing. Unfortunately, they fail in most cases by either
being insecure (“trivial to crack”) or not usable (“trivial to forget”). This paper will identify the main problem areas of security questions
in order to address important issues for the design of security questions. Afterwards, more complex considerable approaches for
security-question-based fallback authentication, relying on the recognition of photos, the user’s personal preferences or associations,
or the user’s behaviour, are described and discussed. The work will be concluded by a summary of alternatives to online fallback
authentication with security questions and a brief outlook.

Index Terms—Fallback authentication, password reset, security questions, security, usability

1 INTRODUCTION

Today, many websites are not useful without user registration. Hence,
a huge amount of passwords has to be remembered in order to au-
thenticate at the websites. If users are security-conscious, they spec-
ify every one of them as hard to crack as possible—including mini-
mum length, upper and lower case, numbers, special characters and
the like—, if they are not, they are forced to do so by password poli-
cies. But that also means that they are likely to forget one or another
at times [18, 33, 43]. Sometimes, simply setting up a new account
is not dramatical as no valuable data is stored at the website, but in
other cases like webmail accounts, online banking accounts or social
networks, that is no option. One possibility to help the users regain-
ing access is offering a phone helpdesk, but this is expensive in most
cases [14, 42]. Thus, a concept for online fallback authentication is
becoming necessary, at least to minimize helpdesk costs.

To provide fallback authentication, security questions are widely
used, for example by Web.de, Yahoo! and AOL (see figure 1). Popular
ones are “What’s your mother’s maiden name?”, “What is your place
of birth?” or “What is the name of your first pet?”.

Fig. 1. Screenshot: Security questions offered at AOL account creation
[1]. Here, the user can choose one question from a relatively small list
of six choices.

This paper is aimed to examine at which points an approach using
security questions has to go beyond asking for mother’s maiden name
to be usable and secure. It is organized as follows: At first there will
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be a rough definition of what is meant by security questions in sec-
tion 2, followed by the problem areas involving security questions in
section 3. There are different sophisticated approaches for security-
question-based fallback authentication that make use of images, per-
sonal preferences, associations or the user’s behaviour. They will be
given and discussed in section 4, followed by an overview of alterna-
tive methods of fallback authentication (section 5) and a brief outlook
(section 6).

2 WHAT ARE SECURITY QUESTIONS?

Any authentication or re-authentication has to be accomplished by a
shared secret, which is information that only the user and the web-
site can access. An example could be information about recent bank
account activity: If a user forgets the password of her online bank-
ing website, the website could ask her about recent transactions she
effected on her bank account. In cases where there is no such secret,
additional information has to be given as an “artificial shared secret”
during account creation. Like the (forgotten) password, the security
question can be such an information: The user configures a question-
answer pair which is saved at her account. When the user forgot her
password, she will be prompted the question and has to provide the
answer to regain access. The difference to a password lies in the aim
to ask for an information the user already knows, rather than having to
memorize it, and the higher amount of time needed at re-authentication
[28].

According to Wood [44], there are three factors of authentication:
Something the user knows, such as passwords, something the user has,
such as tokens, or something the user is, such as a fingerprint. At this
classification, the security question lies in between the first and the last
category. The user has to know it, but she does not have to memorize
it. O’Gorman [34] defines the categories slightly different by nam-
ing them knowledge-based, object-based and ID-based and seeing the
security question belonging to the first one as being obscure (“secret
from most people”).

3 PROBLEM AREAS

Before coming to more complex systems, this section will be focus-
ing on problems that arise with “plain” question-answer approaches,
where a user specifies a fixed number of question-answer pairs dur-
ing registration and is prompted a subset of these questions at fallback
authentication.

When focusing on such plain question-answer approaches, the main
aspects are the topic the questions are about, the amount of questions
that are to be specified and asked, and how the questions and their
answers have to be specified.
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3.1 Content of the Questions
According to Just [28], there are three main facets to care about when
designing security questions: Privacy, Security and Usability.

3.1.1 Privacy Issues
The information given by the user is personal and should be exclu-
sively used for fallback authentication [28]. Nevertheless, a user
wouldn’t gladly provide really private information—such as medical
or sexual history—to a website, so the given information usually is not
private, but non-public [36].

3.1.2 Security Issues
Concerning security, the fallback authentication process has to be at
least as secure as the daily login process [39]. Therefore, security
questions have to fulfill certain properties to protect against attacks.
One possible attack that also applies to passwords is guessing, where
an attacker tries to learn about a passwort by trying out a large list
of known words or combinations that are often used for passwords—
“password” for example (see figure 2 and reference [13] for more
examples)—, or completely random character combinations (“brute
force” attack). To protect against guessing, the answer to a security
question must not be guessable. It would be, if it had only few pos-
sible answers, like “What is your eye color?” [28], where an attacker
just had to try common eye colors, or if most users would answer it
identically [24], like “How old were you at your first day at school?”.

This does not imply that the answer to a security question has to
be as secure as a password (“zFÜMPc4rld,G”): With a “three-strikes-
model” that locks the account after a certain number of failed authen-
tication attempts, brute-force attacks against single accounts can be
prevented [19]. However, brute-force attacks against all accounts of
a service, where an attacker tries only a small number of guessings
for each account, have to be considered (“trawling” attacks [10]): To
harden the system against this threat, security questions concerning the
names of persons and places shouldn’t be used, as well as questions
concerning favourite pastimes, childhood heroes or historical persons
[38].

Fig. 2. Tag cloud of the 500 most used passwords, gathered by Mark
Burnett [13].

The answers also must not be observable [28], so they have to be
unbeknownst to the user’s friends and family, nowhere to be found on
the Internet, and impossible to crack via intelligent guessing: For ex-
ample, the question “What is your favourite sports team?” would be
answered by many people with giving the name of their local sports
team [24, 38], thus if an attacker knows where a user lives, the ques-
tions offers no security. Insiders are not to be underestimated: In a
study conducted by Moallem [33], many users know the answers for
most of the “common” questions like place of birth, pet names or car
brands for one or more other persons.

Finally, the answers must not be automatically attackable by min-
ing Facebook [36] or other data available on the web. For instance
“What’s your mother’s maiden name?” has been cracked for over 4
million Texans back in 2005 by Griffith and Jakobsson, and it has been
“alarmingly easy” [21].

3.1.3 Usability Issues
According to Just [28], especially important usability aspects are Ap-
plicability, Memorability and Repeatability.

High applicability is achieved, if most users have an answer to a
given question. For example, the question “What was the title of
your habilitation dissertation?” would not be highly applicable, be-
cause most users never have written one1.

High memorability means that the user can easily call the answer to
her mind, so it has to be of enough importance to her.

High repeatability excludes any answer that can be spelled or
framed in various ways (for example “Street” versus “St.”) or that
is likely to change over time, such as the favourite figure skater.

The latter aspect slightly overlaps with the term ambigouity stated
by Rabkin [36]: All questions for which too many users can give more
than one correct answer are also to be avoided.

3.2 Amount and Type of the Questions
Now that the problems concerning the content of security questions
have been discussed, there are still two aspects left: The number of
the questions that have to be specified—and asked—, and how that
has to be done.

3.2.1 How many Questions?
In general, raising the amount of questions increases security, but it
also lowers usability by consuming more of the user’s time. It is to
be clarified, how many question-answer pairs the user has to provide
during account creation, how many questions the user has to answer
during fallback authentication, and how many of these have to be an-
swered correctly for successful authentication [28]. Asking all the re-
quired questions at the same time on fallback authentication deters
an attacker from breaking one question after another [28], but it also
makes authenticating harder for the legitimate user [38].

To improve security against insiders, the questions asked should be
topic-independent from one another [29].

Schechter and Reeder [40] introduce a metaphor for fallback au-
thentication approaches, which they call the exam mataphor: At the
time of fallback authentication, the user is given various authentica-
tion tasks. Like in a written exam or test, each task is assigned with a
number of credits the user is given when she fulfills it. Like passing
an exam, the user is authenticated successfully, if her credits score lies
above a certain threshold.

3.2.2 What type of Question?
The last important aspect of the design of a security-question-based
system is how the questions and answers are to be specified, which is
refered to as type of questions and answers.

Just [28] categorizes these types of questions and answers in the
variants fixed, controlled and open.

Using the fixed variant, the user has to choose questions or answers
from a given list and cannot change any part of them. This makes it
possible to prevent the user from selecting insecure questions or easily
guessable answers by simply not offering them for selection. On the
other hand, there have to be enough answers to be chosen from to
combat guessability, and there is always the risk of users not being
able to find one single perfect answer, thus experiencing ambigouity
[28].

Using the open variant, the user can freely enter her own question or
answer without constraints. Thereby she can invent her own perfectly
fitting questions [28]. Unfortunately, most users seem to know (or
care) too little about creating security questions, thus inventing very
insecure ones [29, 38]. Using the open variant for answers shares these
assets and drawbacks and can also impair repeatability [28].

The controlled variant is halfway between the open and closed vari-
ants: The question or answer is selected from a list and then adjusted
by the user, or there could be other mechanisms to guide her during
fallback authentication. An example for a question could be “What is

’s favourite ice dancer?”, where the user can insert a name.
There could also be the option to enter a hint for answering the ques-
tion, which can both be helpful or insecure when giving too much help,
like “My birthday!” for the question “Important date”. Answers could

1It would be very easily observable as well.
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be selected from large lists, for example for selecting a country and
a city, or freely-entered answers could be checked against formatting
rules, improving repeatability [28].

Another categorization of question types was introduced by Haga
and Zviran as cited by Just [28]: They speak of fact-based and
opinion-based questions [22]. Fact-based questions are not likely to
change over time while being more observable by an attacker, and
vice versa [28].

4 CONSIDERABLE APPROACHES FOR FALLBACK
AUTHENTICATION

There are different approaches for addressing the problem areas de-
scribed above. In the following, three main groups will be outlined
and discussed: Fallback authentication based on photo-recognition,
fallback authentication based on preferences or associations, and dy-
namic fallback authentication based on user behaviour.

4.1 Authentication based on Photo Recognition
Yardi et al. [45] developed a system called lineup, which mines tagged
photos and the user’s social graph from Facebook. During fallback
authentication, the user will be prompted a small number of photos
and has to identify persons that are visible on the photos.

To improve security, indirect questions, like “At which event was
this photo taken?” or “What other persons where nearby when this
photo was taken?”, could be asked as well.

Yardi et al. [45] themselves stated that security provided by their
system was comparably weak and didn’t envision that it would be used
environments requiring high security levels like online banking, but
also noted its ease of use and stated that it would be sufficient for web
sites like blogs, wikis and photo-sharing portals.

A problem of mining Facebook’s tagged photos is that an attacker
can deliberately mislabel photos for conducting a denial of service
attack against the system [45]. At times, the users are doing this as
well, for example when they want to show the world which piece of
the depicted cake had been theirs.

In the year 2012, Facebook developed Facebook Social Authenti-
cation which works like lineup (without indirect questions) and called
for analysis by security experts. Kim et al. [31] examined the approach
and declared it as insecure against insiders and face-recognition soft-
ware. As countermeasures they advised to select photos of people
from different social circles with as few overlaps as possible to im-
pede insider attacks, and to exclude photos from people who are well-
known or having their photos posted to be publicly visible.

Rabkin proposed a different approach, where the user can upload
a single photo and enter a question about it, like “What is the name
of the depictured individual?”. That photo should not be available at
Facebook or anywhere else on the Internet [36].

Kim and Beznosov [30] recommend against the use of photos in
general: They argue that the image processing capabilities of search
engines were already very strong and about to be developed further,
thus constantly weakening the security of any approach based on photo
recognition.

4.2 Authentication based on Preferences or Associations
The following two approaches build upon the expectation, that a huge
amount of personal preferences or associations are hard to observe
even by inside attackers.

4.2.1 Preference-based Authentication
Jakobsson et al. [24] propose an approach based on the user’s pref-
erences and aversions, and the assumption that such personal prefer-
ences may change over time, but seldom change to the opposite.

The user is prompted questions inspired from dating portal profiles
like “Do you enjoy going to the opera?” and has to specify her opinion
using a three-level Likert scale with the options “I really like”, “Don’t
care / don’t know” and “I really dislike”, where “Don’t care” is the
default option.

During account creation, a huge amount of questions (96) is asked,
during fallback authentication, the user has to answer only a random

Fig. 3. Preference-based fallback authentication (setup phase) [2].
When the user clicks on “Give me more choices”, all images not cur-
rently being selected are marked as Don’t care and can be used as
fillers during fallback authentication.

subset. At this, a distinction is made in between small and big error—
for example selecting “I really like” instead of “I really dislike” would
be a big error, while selecting “I don’t care” would be a small one.
Each correct answer is given a score, while big and small errors lead to
big and small deductions. The user has re-authenticated successfully,
if her score is above a specified threshold [24].

The authors conducted a survey to test their approach and experi-
enced false negative rates (legitimate users failing authentication) of
0%, false positive rates (succeeding attackers) of 3.8% for strangers
(modeled by statistical guessing) and false positive rates of 10.5% for
an insider (modeled by subjects acting as adversaries).

In a first improvement of the approach, the authors could improve
usability by having the user just selecting those questions where she
has a strong opinion. This makes it possible to decrease the number
of asked questions—and thus the amount of time needed during ac-
count creation and fallback authentication—to a number of 16 asked
questions, while maintaining the same security level. As an additional
security improvement, email authentication is added (see section 5.2):
The user has to click at a link sent to her email address—which she
specified during account creation—before the questions are displayed
to her. This prevents attackers from trying to perform a question
cloning attack against a specific user: In such an attack, the offender
initiates a fallback authentication attempt in order to learn about the
security questions the target user had set up. He then builds a mali-
cious web site with offers exactly the same items as the target user has
had setup for her account, in order to lure her to register at that page
and thereby learning about her answers [25].

In a further improvement, usability has been extended further: With
the help of learning from the user’s behaviour during setting up her
preferences (see figure 3), she now only has to select three items she
likes and three items she doesn’t like. In addition, the items now aren’t
Likert scales anymore, but little images depicting items like a budgie,
pizza or a violin. During fallback authentication, the user has to pick
three likes and three dislikes [23].

Screenshots from an online reference implementation called
“Ravenwhite Blue Moon Authentication” can be seen in figures 3
(taken during account creation phase) and 4 (taken during fallback au-
thentication phase).

An independent evaluation of a variety of methods of authentication
has been conducted by Bonneau et al. [9]: They evaluate 35 authenti-
cation schemes against a set of 25 possible benefits like Resilient-to-
Physical-Observation, Memorywise-Effortless and Negligible-Cost-
per-User, including preference-based authentication, which scores
11–15 of all possible benefits.
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Fig. 4. Preference-based fallback authentication (fallback authentication
phase) [3]. During the setup phase, the author clicked on “Give me more
choices”, which marked the not-selected tomatoes as possible filler.

4.2.2 Association-based Authentication

A quite similar approach to preference-based authentication has been
proposed by Renaud and Just [37]. Using their system, the user has
to find associations to pictures that are presented to her. The underly-
ing assumption states that spontaneous associations coming to a user’s
mind rarely base on facts that could easily be found on the Internet.

During account creation, the user has to register three questions:
For the first one, she has to select an image from a given set of animal
pictures and then has to type in an answer to the question “Whom does
this animal remind you of?”.2

The second question is alike, but now the images show famous
places and the question is “Whom does this place remind you of?”.

The third question does not work with images but with so-called
flashbulb events: The underlying assumption is that most users re-
member where they had been when they first heard about a very im-
portant or horrible event like the assassination of President Kennedy,
the first man on the moon or the 9/11 attacks. The user has to choose
from a list with at least one flashbulb event for each decade and has to
answer the question “Where were you when this event happened?”.

During fallback authentication, the user is prompted her two se-
lected images and the event, and has to answer the questions correctly.

Renaud and Just conducted a survey to evaluate their approach.
96% of the participiants in the study could remember their answers
after one week’s time, but many of them had trouble typing it exactly
like they did at account creation: 51% of the participiants succeeded.
They also investigated how much security is offered against attacks by
insiders: 38% could guess individual questions, but 0% all three [37].

4.3 Authentication based on User Behaviour

Authentication schemes based on user behaviour have one major dif-
ference to the authentication schemes above: Here, no static informa-
tion is saved during account creation. For authentication, the user is
always dynamically asked to remember her behaviour at the recent
days, such as phone calls or visited web sites.

Kim and Beznosov [30] describe a system for authentication against
smartphones, that asks for the user behaviour of the most recent days.
To authenticate, the user is prompted a small number of her contacts
and has to answer a question like “Who did you call last?”.

The authors conducted a survey about the privacy of that informa-
tion and came to the result, that the knowledge gap concerning phone
usage is large, but only between the user and complete strangers. To
protect against insider attacks by friends or family members, they give
the advise to use usage details like app utilization, the music listened
to or web browsing history [30].

2As this usually being not very complimentary for the person given by the
user, chances are good that the user does not tell anybody about it.

A similar approach for authenticating against smartphones using
user behaviour has been developed by Das et al. [15]: They inves-
tigated how users are able to recall usage information—the authors
call it capturable everyday memory—and came to the result that users
can recall usage information worse than communication information.
However, they could also show that users are consistent in which in-
formation they can recall and which they forget, making it possible to
authenticate a specific user by relying on the assumption that she does
not change at which type of question she succeeds and at which type
she fails.

Jakobsson states that authentication schemes based on browser min-
ing techniques always could be attacked, if the offender tried to mine
the browser history just like the authentication service, thus rendering
the process insecure [25].

4.4 Discussion
In the following, the approaches described in section 4.1 to 4.3 and
their eventual drawbacks will be discussed.

4.4.1 Photo-based approaches
Photo-based approaches like the ones in 4.1 are easy to understand.
But nowadays, they are either automatically attackable, for example
by face recognition algorithms or similarity searching, or at least semi-
automatically attackable, with a search engine mining the web for sim-
ilar pictures or faces or pictures from the same context, and a human
handling the output of the searches.

For example, the question “At what event has this picture been
taken?” is not automatically attackable. But a human could see that
the picture shows a besuited person sitting on a table in a restaurant,
playing the guitar, and one other person in the background. The at-
tacker searches the web for the two faces and finds a photo depicting
the second person, in similar attire as on the first picture, congratu-
lating a woman in a marriage dress, searches the web for her, finds
her Facebook profile (“Lisa Smith”) which says “Married with Joseph
Smith”, enters “wedding lisa and joseph” at the fallback authentication
form—and succeeds.

If he doesn’t succeed, he could try cracking the photo recognition
using social engineering: He sends it to Lisa Smith, asking her inno-
cently, when it has been taken. Maybe he is in luck, and Lisa answers
him, that it has been taken at her first marriage with Johnny.

4.4.2 Preference-based approaches
Preference-based authentication has a strong benefit: By having a very
large pool of questions, from which only randomly chosen subsets
(and randomly chosen subsets of the subsets) are presented to the user,
the security of the approach doesn’t “wear off” as quickly as if there
were only a small set of user-defined questions. Using this approach,
it is also not problematic if more than one website use this approach of
fallback authentication, and it is hard to clone the questions chosen by
a specific user in order to lure her to answer them on a malicious web
page as well: Such a web page had to ask the user all the questions
that are in the pool of the attacked page, or at least a significant subset
of them, what would be conspicious.

4.4.3 Association-based approaches
Association-based approaches are presumably difficult to observe by
both inside attackers and strangers, but on the other hand, the pool
of images and events is smaller than at preference-based approaches.
This makes it easier for an attacker to clone the questions at a mali-
cious site. When given the choice, users are likely to specify the same
security questions on every new page [24], so they would probably se-
lect the same animals, places and lightbulb events on such a malicious
page, and answer the questions the same way as well.

4.4.4 Behaviour-based approaches
Authentication approaches based on the recent user behaviour suffer
from the same problem as described in section 2: There is a need
for security questions or other artificial secrets because of the lack of
a shared secret. Thus, the information about user behaviour would
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have to be collected elsewhere and secretly transferred to the website
offering the fallback authentication.

The call history for example is only stored at the smartphone. If
it should be used for fallback authentication on a website, it had to
be sent to that site, which would be not trivially to achieve. It also
provides attackers with new targets: They could aim to manipulate the
browsing history or to mine the history themselves, or try to test if the
secure transer of history information is as secure as needed.

Finally, the approach gives out private information to a possible
attacker: The question “Who did you call last?” is to be answered
by choosing a contact of a given list. Questions about the browsing
history are also likely to be answered by selecting a list entry. For
a jealous partner, the appearance of a rival in love at the list or the
appearance of a certain web site at the given web sites could be just
the information wanted.

5 OTHER TYPES OF FALLBACK AUTHENTICATION

With fallback authentication being just a form of authentication, al-
most every type of authentication can be used. In this work, three im-
portant ones are described: Asymmetric encryption (Mercury), email-
based authentication and so-called fourth-factor authentication.

5.1 Mercury (asymmetric encryption)
In their work, Mannan et al. [32] propose their system Mercury. It is
based on asymmetric encryption and uses public keys and private keys
on a personal mobile device, for example a smartphone running the
Mercury app.

To set up Mercury, the user uses her device to create a pair of public
and private keys. When creating an account at a web page, she sends
her public key to the server which saves it as part of the user’s account.

When the user forgets her password and asks for fallback authenti-
cation, the server uses the user’s public key to encrypt her password—
or a new one—and sends the encrypted password to the user’s email
address. When she opens the message, the encrypted key will be
shown to her in a form she can read directly from the screen with her
device’s camera, for example a barcode or QR code, or as a file she
can manually transfer onto the device. The device will then use the
stored private key to decrypt the user’s (new) password and displays it
on its screen [32].

As Garfinkel states, asymmetric encryption like the one used by
Mercury never “wears off” like security questions or passwords: The
user can use her public key to (re-)authenticate wherever she likes to,
even malicious web pages cannot hamper her keys, because she proves
to know her personal secret without ever giving it to others [20].

To guard against the loss of the keys, the user can either back up
the keys or the source of entropy she used to generate them, such as
a photo. Either one could give an attacker access to the keys, so they
have to be stored in a safe location.

The main problem of this approach is the support needed from the
people, institutions and companies that are running the web sites, and
from the users as well: Operators of web sites won’t introduce a new
system of authentication if the users do not want it, and the users only
want it, if enough web sites support it [32]. From this point of view, a
prompt gain of acceptance for Mercury is unlikely.

Another problem is the risk of having malware on ones smartphone,
which can steal the user’s private key [32]. In 2011, Felt et al. saw
malware as increasing threat [17]. Mercury users would have to secure
their devices against malware, but also other threats like loss or theft
[26].

5.2 E-Mail-based Authentication
Fallback authentication using emails is based on the user’s ability to
receive email at a previously defined email address [20].

Today, that kind of fallback authentication is already widely used
by web sites (such as Google mail, Amazon or web forums). When
the user asks for fallback authentication, an email is sent to her email
address, usually containing a link to a page where the password can
be reset, sometimes a newly generated password, and sometimes even
the old one [11].

This implies that email-based fallback authentication cannot be
used for email accounts—apart from users that have more than one
email address [40].

Opposite to public-key approaches like Mercury, email based au-
thentication is very easy to understand and to use. It also does not
pretend to be absolutely secure like a mathematically perfect encryp-
tion algorithm [20].

Garfinkel [20] states that taking into account some basic rules, such
as securing the email servers and the transfer of messages with SSL,
only using the capability to receive mail on a given address as authenti-
cator instead of the capability of sending from an address, and having
the user to enter her email address before sending a password reset
link to it, makes email-based authentication nontrivial to break. Like
asymmetric encryption, its security does not “wear off”, because no
secret has to be revealed for authentication, and in contrary to it, cre-
ating “fake identities” is very easy, thus improving the user’s privacy
[20].

On the other hand, using email-based authentication in most cases
comes with a new security vulnerability: The average user is likely to
use one of her email addresses for the fallback authentication of many
web services and probably for fallback authentication of another one
of her email addresses. If this email account gets hacked now, perhaps
because the user has used its username/password pair for registering on
a malicious web site, every other account that uses this email address
for fallback authentication gets compromised as well [27].

A comparable authentication approach had been developed by
Alkhalifah and Skinner [6]. Their system, designed for online bank-
ing, sends information about the user’s behaviour to her email address
or mobile phone, every time she logs in. For authentication, the user
is prompted a question concerning for example her last login date or
time, which she can answer with the help of the stored message at her
inbox or mobile phone. This could be seen as a behaviour-based ap-
proach (like discussed in section 4.3) as well, but it is mainly based on
the sending of messages to a user who has to store them at her phone.

A strong drawback of approaches using email addresses or phone
numbers for fallback authentication lies in their short life: At times,
email addresses become invalid if the user changes her job, school or
university. Some addresses might be forwarded to successors, but the
others will stop receiving mail, rendering the fallback authentication
process useless [39]. This also applies to mobile phone numbers.

An example for a web site using email-based fallback authentica-
tion is Amazon: The user has to enter her email address to which the
reset link will be sent to, and a captcha code to prove that she is human.
If she cannot access her email account anymore, she is encouraged to
contact the Amazon customer support (perhaps she will be asked for
her order history—it is a shared secret like mentioned in section 2).

5.3 Fourth-Factor Authentication
In 2006, Brainard et al. [12] from RSA Laboratories invented a fall-
back authentication system to be used when an employee in a company
forgets her SecurID token at home. They extend the three factors of
authentication (something you know, something you have, something
you are [34, 44]) with a fourth one: “Somebody you know” [12], also
called “Social authentication” [39].

The work of Brainard et al. describes a process they call vouching:
An employee, the asker, forgot her SecurID token at home, thus cannot
log into her computer. She goes into the office of a familiar colleague,
the helper, who knows her well enough to identify her as the one she
claims to be. The helper opens an internal web page in his browser,
authenticates with his SecurID and PIN, and generates a vouchcode
for the asker. The latter returns to her own office, enters the vouchcode
and her PIN, and is then asked to input a temporary password, which
she then can use to log in. Usually, the temporary password expires
after one day [12].

In 2009, Schechter et al. [39] from Microsoft Research adapted that
approach for fallback authentication on web sites and developed a ref-
erence implementation on Windows Live ID. At their System, the user
has to enter the email addresses of several trustees during registration.
When she forgets her password and asks for fallback authentication,

University of Munich (LMU), Media Informatics Advanced Seminar ‘Secondary Tasks’, 2013/2014

36



Fig. 5. Fourth-factor fallback authentication setup during Yahoo! account
creation [4]. Instead of an email address, the user has to provide the
phone number of one trusted person.

every one of her trustees is contacted via email. The user now has to
contact her trustees via phone or in person, so that they can identify
her without a doubt. The trustees then click on the link sent to them
in the email and are displayed a code they have to give to the forgetful
user. The procedure is successfully completed if the user can enter at
least a specified number of codes, for example two out of four [39].

The authors evaluated their system in a small user study and expe-
rienced good results, however they found out that the user needs to be
reminded of who her trustees are—that also helps an attacker—, and
that there is a risk of social engineering over the phone, where an at-
tacker pretends to act on behalf of the user, helping her to regain access
to her account [39].

This approach also has been evaluated in the evaluation of Bonneau
et al. (mentioned in at the end of section 4.2.1): The fourth-factor
approach scores 11–16 of all 25 possible benefits [9].

Nowadays, fourth-factor authentication methods are already sup-
ported by several web sites, such as Yahoo! (see figure 5), where the
user has to provide no email address but the mobile phone number of
one trusted person.

5.4 Offline approaches

As mentioned above, there are further alternatives, which won’t be
discussed in detail for the sake of brevity.

Other fallback authentication possibilities are the sending of letter
mail to the user’s postal address or authentication using her ID card or
driver’s license, which all takes much time to be completed.

There are enterprises promoting fallback authentication solutions
based on voice recognition by automatic phone computers [42], but
such approaches are anything but trivial, especially when they do not
only consist of prompting the user to recite a previously recorded text
[7, 8].

6 OUTLOOK AND CONCLUSION

This work was aimed to give a rough overview of the current state of
research concerning security questions at fallback authentication and
to shine a light to some of the pitfalls that are complicating the issue.

Besides all the—more or less technical—ideas described above, it
is most important to educate the user about the importance and issues
of (fallback) authentication [41]. Rabkin complained about banks not
telling their users what to use as security questions 2008 [36].

Treating the users like enemies by putting them under pressure just
makes them stubbornly insisting on their comfortableness [35, 46].
Especially if they cannot understand the reasons for security enforce-
ments, they are likely to circumvent them [5].

Finding the optimal security question is very, very hard because the
requirements described in sections 3.1.1, 3.1.2 and 3.1.3 are contra-
dictory with each others: A question has to be important and personal
enough to be remembered, but also as impersonal to be confided to a
website, and as unimportant to not to be found anywhere in the Inter-
net. Sometimes users succeed in creating hard-to-guess answers, but
then fail in answering their own questions [38].

What’s also important: Plain security questions offer security just
if used only one time. However, many users share their passwords
among multiple web pages [18, 33, 41] and are likely to handle secu-
rity questions the same way [24]. And because of them partially even
sharing usernames and passwords for multiple pages, it is possible to
attack even very sophisticated question-answer systems by setting up
malicious websites offering the same systems [41].

Furthermore, there is the risk of social engineering: Nowadays,
everybody should know not to give passwords to anybody. Security
questions however are based on the user not having to memorize the
answers in the context of authentication. How difficult could it be to
educe an information from somebody who doesn’t know that it was to
be kept secret?3

Unter this aspects, the “unconscious” approaches like preference-
based authentication seem to be more promising, in combination with
email-based authentication even more.

In his 2008 work, Rabkin not only suggests to upload a photo for
fallback authentication, but also to upload a sound file [36].

A question could be: “How does this sound clip go on?”, when the
uploaded clip was a radio narrator talking—the user had accidently
included the moderation into her cassette recording of her favourite
song and heard it over ond over for years.

Like all open questions, it depends on the user to come up with a
secure question. But nowadays, search engines can look for photos
and faces, at the utmost for music, but not for specific recordings.

Above all these ideas, it would be simplest for all of us if users just
stopped forgetting their passwords. But that’s nothing more than an
utopian dream.
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Secondary Tasks, Risks and Benefits arising with
increasing HUD Sizes

Sven Osterwald

Abstract— Head-up Displays (HUDs) are long known in airplanes. Now, Head-up Displays move into automotive environments. They
present information in a way that drivers do not have to shift gaze from the road to the display and have to refocus less. They are
used for presenting information of the car, assistance systems like navigation, and warnings of all kinds. In the future, entertainment
services potentially augment the present HUDs. The development of larger Head-up Displays creates new opportunities for appli-
cations but also new issues. Enlarging Head-up Displays to span over the full windshield offers more specific and contact-analog
information, but is at risk for information overload, distraction, and inefficient interaction. This paper collects common application
areas and shows exemplary systems of Head-up Displays and prototypes of Windshield Displays. It illuminates driver performance,
design, and limitations of both display types. Certain characteristics and potentials for future usecases are identified in a comparison.

Index Terms—Head-up Display, large HUDs, Windshield Display, Secondary Tasks, Applications, Human Factors, Interaction,
Contact-Analog Display, Augmented Reality

1 INTRODUCTION

Head-up Displays (HUDs) were first developed for military use in
fighter aircrafts before evolving in transport and civilian aviation in
the early 1970’s. The idea of HUDs in airplanes was to provide rudi-
mental flight information in the main view of the pilot. They have the
main function of guiding and assisting the pilot. The displays show in-
strument, guidance and navigation information on a transparent screen
which is superimposed over the outside scene. Airplane cockpits are a
typical example of innumerable instrument panels. HUDs allow pre-
senting a small selection of important information. Head-up means
the user is able to view the information with head up and by looking
forward instead of looking away from the usual field and reading the
traditional head-down display [16, 43].

The first automobile featuring a HUD was produced in 1988. HUDs
allow the display of information as a virtual image. It is projected in
the user’s direct field of view to the front. This position eliminates the
need to move the head and shift gaze in order to obtain information
from the in-car displays of the dashboard. Therefore, they provide
two major advantages. Firstly, drivers may reduce the amount of eye
movements because the display is located in the main view. Secondly,
they do not have to refocus when changing their view between the road
and the display at a distant position. Thus, attention is maintained on
the outside world and the visual workload in total reduced [16, 38].

Traditionally, cars were equipped with an instrumental panel behind
the steering wheel showing driving and motor speed. This display has
been more and more extended with additional information, as well as
screens and panels in the middle console for controller and adjust-
ments. Simultaneously, the amount of electronic devices in cars has
increased. One cannot imagine modern cars without equipment for
infotainment and comfort applications like navigation system, mobile
phone, CD- or MP3-Player. Moreover, advanced driver assistance sys-
tems like adaptive cruise control or lane departure warnings gain entry
into vehicles. The purpose of all these systems is to make driving
more comfortable and increase traffic safety. All activities concern-
ing the driving and stabilization of the car are referenced as primary
task. This basic process should have highest priority together with the
lowest possible error rate. Secondary tasks sum up interactions with
communication or information systems. These tasks may cause inat-
tention, distraction off the road to the tasks, as well as irritation which
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occurs as a consequence of higher workload. HUDs are one poten-
tial development for reducing the workload and increasing the driving
performance [1].

Current vehicles normally feature a 7-inch center dash display
which provides navigation information, music selection and other ser-
vices. This display mainly offers secondary tasks. Contrarily, new sen-
sor technologies offer new possibilities of getting information about
the car and its environment with techniques like wireless communi-
cation or location based services. They result in new systems in the
fields of driving assistance, information obtainment, or entertainment
presentation. Thus, transferring information to a Head-up Display can
help overcome some problems with the mental workload [13].

Available HUDs are small, so their size is one factor that can be
varied. With increasing HUD size, new opportunities are generated
for information presentation, application areas, and safer driving. But
these large Windshield Displays (WSD) come along with new issues.
Two of them are technical realization and risk of information over-
load. Information on HUDs is shown in symbolic style, but emerging
contact-analog technology allows a wider range of information pre-
sentation. Virtual 3D information can be interactively superimposed
over the environment and can therefore be seen directly at objects of
interest [33].

This paper has its focus on new possibilities for WSDs. After an
overall presentation of the HUD, its application areas, and its advan-
tages, the work continues with the introduction of the larger WSD and
its benefits, risks and limitations. Questions analog to what new appli-
cations are possible and how could interaction with the systems look
like are elaborated. Both display types are compared and the main
points summarized.

2 HEAD-UP DISPLAYS

Head-up Displays provide information in the driver’s main view. Con-
sequently, users do not have to take their eyes off the road when ob-
taining information [38]. HUDs introduce an Augmented Reality (AR)
environment. Digital information can be presented at the place where
it is needed. Thus, the number of glances to in-car displays can be
reduced. The application areas are diverse and can be classified in
presentation principles after Tönnis et al. [33]:

• continuous / discrete: the first distinction can be made with con-
tinuously displayed data like a speedometer and discrete events
like warnings that just show up in certain situations.

• 2D / 3D: data can be either visualized in 2D or 3D. Conventional
displays are in general two-dimensional whereas signs and sym-
bols can be perceived as three-dimensional virtual objects.
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• unregistered / contact-analog presentation: the next dimension is
characterized by unregistered and contact-analog presentation of
information. Unregistered symbols are spatially loose. Contact-
analog information schemes are displayed and aligned with the
3D environment. They can be symbolic or naturalistic which
means that objects look realistic and behave like real objects.

• frame of reference: normally, information is fully embedded in
the user’s personal frame of reference and shown from the user’s
perspective. This method is defined as egocentric information
presentation. Contrarily, the exocentric solution is defined by
information presented from a completely different frame of ref-
erence, for example the bird’s eye view.

• direct / indirect: objects or situations can either be directly or
indirectly visible, occluded or outside the field of view.

• location of presentation: information displayed at a position the
driver never looks at is very unlikely to be noticed. Thus, in-
formation displays can have a fixed location or can be installed
relative to the driver’s glance behavior.

The BMW Head-up Display is one example which is already avail-
able. Figure 1 shows a picture of the BMW HUD version [5]. This
sample is taken as a single, exemplary reference to illustrate applica-
tions throughout this work. The projection of relevant driving infor-
mation directly into the driver’s view allows to process the information
faster and to keep the attention on the road. The display is a 3 by 6-
inch, full-color HUD which shows the current speed, speed limits, and
navigation directions, as well as urgent warning signals such as lane
departure or when pedestrians are on the road [6]. This structure of
driver performance, design, applications, and limitations is now fol-
lowed for HUDs in general.

Fig. 1. Head-up Display of BMW.

2.1 Driver Performance
HUDs show primary information in the main view of the operator
while traditional instrument panels referred to as Head-down Displays
(HDD) present it on the dashboard. HUDs have a general and robust
performance advantage in comparison to HDDs. Martin-Emerson and
Wickens [21] explained this by the fact that less scanning between the
instruments and the far domain is required. The decisive constraint is
the time needed to shift the fixation which is obviously lower when
keeping the focus mainly in the distance on the road. Ablassmeier et
al. [1] proved the advantage of HUDs when they compared the driver
performance of HDDs with HUDs. Their experiments measured eye
glance behavior and confirmed former statements. The results of ex-
periments in low speed situations like city roads and high speed sce-
narios like interstates show improvements. The eye movement period
plus the fixation period is decreased in both environments by 15% up

to 25%. Consequently, HUDs have a high potential for efficient in-
formation capturing. The process of information gathering from the
HUD was about 200ms faster than obtaining information from other
displays. Liu and Wen [20] investigated the effect of the two different
display modes in simulations with high and low driving load. High
driving load was defined by several factors like higher density of on-
coming traffic, more intersections, and more sharp curves compared
to a situation with low driving load. The results showed no significant
performance differences in terms of average accuracy rate of naviga-
tion and their task of delivering goods. In other words, navigational
and organizational information are not more advantageous when they
are in the focus of the driver during the whole time. However, in terms
of response time to an urgent event, users driving with a HUD reacted
up to one second faster than with a HDD in both environments. Driv-
ing with a HUD also results in less speed variations and more consis-
tent speed control. Therefore, HUD-drivers move smoother with less
braking and accelerating. They abide by the speed limit restriction
and are more aware of their actual speed. These observations are ex-
plained by the assumption that HUD users monitor the current speed
almost continuously without added effort or redirection of the gaze.

Wolffsohn et al. [41] addressed an interesting factor in the discus-
sion about driver performance. They determined the effect of cogni-
tive demand and age on the use of a HUD. As the cognitive capacity
decreases with age, response times and the percentage of undetected
changes in the outside world and in the HUD image increased with
the age of the user. Therefore, the authors suggested that driver age is
an important factor to be considered when determining the amount of
cognitive demand required for a HUD image in assisted driving. All
in all, only positive effects of HUD usage have been observed. No
reference reported severe disadvantages.

2.2 Design

To find a suitable design for HUDs, developers have to consider factors
like location, size, brightness, and color. Some key points concerning
human factors were summarized by Xi [43]. The display should be
collimated at infinity as changing focus from the display to the road is
then avoided. The eyes should be located within a 3D spatial area so,
whenever the user’s eyes are within this area, the content is displayed
as intended. The display size should be about 5 by 3 by 6 inches
(12.7 by 7.62 by 15.24cm). Lastly, the display must be capable of
all environmental lighting conditions. Therefore, the luminance and
contrast shall be sufficient to prevent confusion. The automobile view
is a complicated and fast changing environment because of other cars,
pedestrians, traffic signs, and varying contrast of the background.

Early work (for example [16], [38], or [39]) report some guidelines
for designing a HUD. These recommendations are rather old and deal
with technical problems, but nevertheless, these sources mention de-
tails in the beginning of the HUD development for cars. The authors
recommended a display position that is approximately 75 degrees be-
low the straight look of the driver and 2.5m away from the driver’s
eye position, emerging the display to be 110cm in height from the
ground. The size was found to be optimal between 20 and 40mm. In
addition, they suggest a luminance of about 3000cd/m to ensure vis-
ibility when driving on a snow-covered road. The HUD requires an
adjustment of luminance according to the surrounding brightness. The
display should be green and monochrome, because this ensures the
highest contrast between the display and the foreground. Its resolution
should offer 16 to 20 pixels per symbol height for alphanumeric val-
ues and symbols. HUDs are usually collimated at optical infinity, the
technical realization is either done by refraction with lenses, reflection
with mirrors, or diffraction by holograms, and should be adjustable for
different eye heights.

More recent publications spare concrete numbers. Wittmann et al.
[40] aimed at finding a suitable position for an in-car informational dis-
play. They compared seven different display positions for secondary
onboard tasks. The best position was a screen representing the posi-
tion of a HUD. Other positions investigated were the location of the
speedometer, above the middle console, or at the rear mirror among
others. The HUD position most frequently lead to the best results,
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because it is in the main view of the driver.
The BMW HUD [5] could be a design model. A projector and a

system of mirrors display an easy-to-read, high-contrast, and multi-
colored image onto a translucent film on the windscreen. The pro-
jected image appears about two meters in front of the driver, is in his
or her direct view, and is vertically and horizontally adjustable. The
size of the HUD is 3 by 6 inches (7.62 by 15.24cm) and it will au-
tomatically adjust the brightness to current weather conditions. This
display represents the best technology available [6].

2.3 Applications
Applications for HUDs can be categorized in information, assistance,
warnings, and entertainment. To anticipate the category entertainment,
there is no appearance of a realized entertainment system in literature.
This might be due to limited size of the HUD and primary focus on
driver awareness and safety.

2.3.1 Information
The most common information presented on HUDs of modern car sys-
tems is the speedometer. The real-world example of BMW [5] features
the display of the current speed. Additional information of the car and
its environment can be switched on. Status signals of the car like active
cruise control are next to distance information of the preceding car and
traffic symbols for speed limits. According to [33], this information is
displayed continuously, with 2D symbols, and in an unregistered way.

Tönnis et al. [34] proposed another approach for displaying con-
tinuous information. They suggest a braking bar which is a flat green
cube indicating the stopping position of the car (see figure 2). The
size of the braking bar becomes smaller when speed and distance to
the stopping point increase and it moves to the left or right when the
steering wheel is turned. This system should reduce car accidents due
to longitudinal collisions or lane departure. This presentation shows
3D, contact-analog information from an egocentric point of view.

Fig. 2. Continuous braking bar in front of the vehicle.

2.3.2 Assistance
A potential benefit of HUDs lies in displaying navigation information
in complex situations. Once again, the HUD of BMW [5] provides
an adequate example. The system shows symbols that indicate the
next action to take. This 2D display uses an exocentric frame of ref-
erence but is represented in egomotion. Subsequently, Tönnis et al.
[32] developed a large-scale HUD navigation system. The provided
route guidance navigation consists of solid green arrows in a distance
of 20m which are superimposed on the street (see figure 3). The char-
acterization of the HUD is discrete, with 3D symbols and egocentric
view. Continuous, unregistered, and exocentric navigational assistance
would also be imaginable. Tönnis et al. [33] describe the idea but do
not try a realization. Possible are the presentation of a 2D map from
the top or a 3D representation of the world in miniature.

A different driver assistance system was suggested by Tran et al.
[36]. They present a left turn driving aid for use with a larger 3D

Fig. 3. 3D navigation arrow on the ground.

HUD. It should help the driver to make safer turning decisions and,
hence, reduce the number of left turn collisions. The system interprets
the velocity of oncoming vehicles and projects an estimated path on
the road in front of the car. The solid red bar indicates where the on-
coming vehicle is expected to be in the future, namely, three seconds.
The goal is to help the driver decide whether it is safe to execute a left
turn, taking the oncoming traffic into account. This aid can be charac-
terized as discrete, 3D, contact-analog, and egocentric presentation of
information.

2.3.3 Warnings

Warnings like emptying fuel tank, open door, or unfastened seat belt
are omnipresent in cars. Typical crash warning systems provide visual,
audible or haptic feedback [17]. Visual warnings in HUDs are nor-
mally discrete and unregistered. Doshi et al. [11] propose a strategy
for promoting speed limit compliance by using three different types
of alerts to present speed and speed limit information. The prototype
interface presents blue icons to the driver consisting of a mixture of
two-dimensional symbols and numbers. The over-speed warnings are
unregistered and only provided if necessary. Results showed that they
reduced the amount of time to slow back down to the speed limit by
42% compared to drivers without alert.

Unlike the concept where a special symbol warns the driver of a cer-
tain problem, Tönnis et al. [35] try to guide the driver’s attention to the
point of interest while driving. They inform the driver about dangerous
situations around the car with two different approaches. The first dis-
play visualizes the source of danger in the driver’s frame of reference.
A red 3D arrow in front of the car points towards the threat. The sec-
ond guidance system presents information in an exocentric frame of
reference. It shows the relative position of the obstacle in a 2D bird’s
eye view representation of the car. Figure 4 shows a situation where
the position of imminent danger is indicated in the bird’s eye view rel-
ative to the car. None of these approaches was found to be superior in
its simulation.

Kim et al. [17] explored another interface dealing with crash warn-
ings. Alerts are released, for example, when the driver wants to change
lanes and a vehicle is in the blind zone. If warnings appear as text
messages or icons in the side mirror, divided attention is caused as
the driver momentarily looks away from the road. In the solution, the
location of the icons within the HUD represent the direction of the
hazard. The cues are unregistered but directed as they refer to the side
of the safety issue. Results show that the system has potential safety
benefits and a high likelihood of driver acceptance. Its primary goal
was to increase driver awareness and safety. The system can also be
adapted to other scenarios. Imaginable are, for example, warnings of
lane departure or pedestrians on the road.
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Fig. 4. Bird’s eye view showing the position of imminent danger.

2.4 Interaction
As many HUD systems deal with potential scenarios affecting safety
or information transmission, they theoretically need only the basic in-
teraction of switching it on or off. In [39], it is demanded to provide
manual controls for choosing the content of the HUD, changing bright-
ness and picking the set of information presented. However, nobody
has actually thought about interaction with a HUD yet. BMW [5] uses
a physical button for power and the iDrive controller for adjustments
of the HUD and selection of its content. Menus are still shown on the
screen of the dashboard.

2.5 Limitations
Human factors play a restricting role for HUD design. They have to
be analyzed for HUD specific issues to create safe, comfortable and
efficient working applications. Among these are symbol interpreta-
tion, compatibility, clutter, performance, information sharing, spatial
representation, workload, attention, and situation awareness [43].

During the beginning of HUD research in automobile environ-
ments, the biggest issues were technical constraints. In the first place,
it was a challenge to project the image onto the windshield without
a usual combiner of aircrafts and without interfering visual clutter.
More concerns regard projection distortion on the windshield, dis-
played colors, or poor legibility and optimal positioning of the HUD
[21, 29, 38, 42]. Systems which are commercially available prove that
these problems have been overcome, though. Today, technical limi-
tations are rather a matter of how to make the screens bigger, display
3D content, and receive data from the newly built-in sensors. It can be
seen in the applications (see chapter 2.3) that simulations were used
to test systems.

While technical issues are likely to be solved, cognitive load of
users will remain. Problems are reported which are related to disorien-
tation of users, cognitive maloperation, and persons who are unable to
identify embedded content when information is displayed on a HUD
[38]. The concern that failure to effectively divide attention between
the display and the far domain was also raised [21]. Increasing the
HUD image increased the cognitive demand associated with the HUD,
over-accommodation especially for young drivers, response times and
the percentage of data not detected in a HUD image or outside world
scene. Therefore, HUD symbology and content have to be carefully
considered and designed. More information should only be added to a
HUD image if it significantly improves driver performance, situation
awareness or safety [41].

Ablassmeier et al. [1] brought up more properties to consider. They
figured out that the maximum number of information symbols pre-
sented on a HUD should not exceed three new items at a time. Other-
wise, drivers would be overburdened. Interaction concepts are rarely
found, and for some applications the HUD is not fully developed re-
garding visualization technology and user friendliness. As an exam-
ple, they mentioned displaying a navigation map or long list. More-
over, the user acceptance rate is still too low in order to thoroughly
replace the customary displays.

3 WINDSHIELD DISPLAYS

Windshield Displays (WSDs) are similar to HUDs, except for the tech-
nology and the fact they span over a significantly large part of the

windshield. Hence, a WSD is an enlarged HUD which can display
information directly onto the vehicle’s full windshield. By increasing
the size of the presentation area, new and more possibilities for appli-
cations are created. Moreover, presenting contact-analog information
or visualizing occluded objects receive more and more attention for
augmenting the driver’s view [27].

3.1 Driver Performance
In literature, user studies were conducted to compare both situations,
driving with and without a WSD. All results have in common that they
favor the use of a WSD. For example, Medenica et al. [22] compared
an egocentric street view WSD with a standard personal navigation
device. The results promise that WSD allow users to keep their eyes
on the road for about five seconds more each minute. Kim and Dey
[18] reported a significant reduction in navigation errors and divided
attention-related issues when using a map visualization on a WSD.
The results were also confirmed for elder drivers, who are more likely
to have difficulties in cognitive mapping and way finding.

Other studies compare different approaches of displaying informa-
tion on WSDs. Plavsic et al. [27] examined different frames of refer-
ence for the indication of occluded objects at intersections. The most
preferable schemes for showing occluded objects give an overview of
the whole situation, followed by a contact-analog presentation. But
most importantly, the mental workload was significantly reduced with
all presentation schemes.

3.2 Design
The technology for WSDs does currently not exist, hence, must be
simulated. Difficulties occur especially when information should be
superimposed over the environment in a contact-analog or 3D manner,
or in the context of achieving different depth distances. The virtual im-
age can move around, dependent on the head position. Authors agree
that, currently, the only solution for this problem is to track the driver’s
eyes and adapt the image projection accordingly. The contact-analog
content must change with movements of the head. In simulations, the
current viewpoint of the driver is wrongly assumed to be fixed or a
smooth motion can be achieved by providing several viewing zones
[31, 42]

Besides continuously or discretely presented information, the WSD
offer more possibilities than HUDs. Information is more often contact-
analog, that means directly at the location where it is physically in the
real world. Furthermore, visualizing occluded objects is imaginable.
A potential usecase would be a mirror view augmenting the drivers’
sight with information from the blind spot area. All in all, more design
principles can be utilized for applications of WSDs than for HUDs
[27].

3.3 Applications
Applications for WSDs in vehicles are mostly contact-analog and can
be divided in four major categories: 1. the topic information contains
all relevant information of the car and its environment, 2. assistance
systems support the driver with navigation or in complex traffic situa-
tions, 3. warnings can mark pedestrians at night, and 4. entertainment
systems like the radio can give feedback about their activity.

3.3.1 Information

With the possibility of providing contact-analog information on the
full windshield it is not only imaginable to display the current and de-
sired speed, driving patterns and battery conditions, or show the most
relevant traffic signs which were found to be speed limits, slippery
road and no overtaking, but also to repeat critical signs like a large
stop symbol on the road right at the stop line [7, 27].

Navigational road signs can be marked during driving. Figure 5
shows an example where the recommended driving route is indicated
by a green border around the sign to follow. In this case, the estimation
is done with current traffic conditions [10]. A similar application was
developed by Wu et al. [42]. They highlighted road signs in blue to
help the driver navigate.
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Fig. 5. Marking navigational traffic signs.

Fig. 6. Highlighted driving route.

3.3.2 Assistance

Driver assistance systems as WSDs seamlessly continue the trend of
navigation schemes in combination with HUDs. Several authors (for
example, [22]) express the same idea of a navigational system like
Bergmeier’s [4], shown in figure 6. They describe systems which fade
in trace-exact navigation references. The systems highlight the path
on the road for the driver in a contact-analog manner. Another navi-
gational suggestion is a simulation with a 2.5-dimensional in-vehicle
navigation display system on the windshield. It highlights the current
route on the road, too, but additionally inserts the driver’s position in
an abstract map which is also displayed in the far domain of the wind-
shield [18]. The ”Virtual Cable” is a way-finding line stretched over
the road in front of the car. The red line floats above the road as long
as it can be seen and indicates where to drive or to turn [14]. A new
navigation system for the whole windshield was proposed by Sato et
al. [29]. It combines the direction and distance to a destination in one
green sign. This system can help to get a feeling for the direction and
distance to the destination, but this may not result in the best route.
Another approach is to provide lane boundaries to the driver. This
help is not only for navigational purposes, but also when visual con-
ditions for driving are limited because of darkness, snow, rain, or fog.
Bergmeier [4] showed an example of lane marking and accentuating
the original lines.

Assistance systems of contact-analog information on a WSD can
address occluded objects. If an object is occluded, for example, at
an intersection, Plavsic et al. [27] have potential solutions. The
situation shows a truck occluding a vehicle in front of it at a left
turn. The results showed that a bird’s eye viewing concept giving an
overview of the whole situation received the best acceptance. Like-
wise, Suzuki and Hashimoto [30] implemented a visual assistance sys-
tem for WSDs. The system makes the blind spot of a preceding truck
semi-transparent, which makes the front scene visible (see figure 7).
The technical requirements are described in [25]. The preceding car

Fig. 7. Assisted driver’s vision at an intersection.

needs a windshield-installed camera and must be capable of setting up
a vehicular ad-hoc network to exchange the video stream. The assis-
tant image for the driver is created from the shared video stream and
reconstructed over the blind spot region.

Olaverri-Monreal et al. [25] successfully tested a see-through sys-
tem for overtaking situations. They provide the driver with the video
image of the front camera of a vision-obstructing vehicle to enhance
the driver’s vision. This application features a virtual mirror which
can be activated automatically. It has potential to be enhanced and
introduced into a WSD.

Surveillance cameras can be used as virtual mirrors on a WSD.
They show the scene behind the vehicle to the driver [23] or produce
a combined video image of the situation at an intersection in a bird’s
eye view [26]. In summary, a lot of systems aim at reducing traffic ac-
cidents and it seems that the bird’s eye view is a meaningful concept.
External cameras take part in the production of the image for virtual
mirrors.

3.3.3 Warnings
Warnings on WSDs seem to be enhanced and further developed ver-
sions of the ones displayed on HUDs (see chapter 2.3.3). For example,
WSD systems can present warnings of accidents which have occurred
in front. They can also indicate the lane and location of the crash to
the driver [10]. Bergmeier [4] showed how sources of danger can be
marked on a windshield. He used a prototype at night which can draw
a red rectangle around pedestrians, animals or other safety hazards dur-
ing bad weather conditions. Charissis et al. [9] proposed a full set of
effective presentations of imminent obstacles. The situation (see figure
8) is a low visibility scenario where simple geometric shapes are used
to build a warning interface for the driver. The data is collected from
in-car sensors, the display is designed to be non-distractive, but also
to be able to get immediate attention when the need arises. Among
the functionalities is a virtual pathway, marking leading vehicles, and
an indicator symbol for a traffic congestion ahead. Different colors
are used to distinguish between distances and proximity as well as the
necessity to act.

3.3.4 Entertainment
This category describes secondary tasks systems like the radio or
phone interaction which could possibly be integrated and operated on
a WSD. Fujimura et al. [13] can imagine an augmented reality dis-
play showing information about requested roadside objects. The driver
would be able to get related information about restaurants, shops, park-
ing lots, or gas stations. Another idea is a fixed region of the display
that contains a menu with a few interface items which can be selected
by pointing at them with the finger. They can be accessed quickly and
hence, should be used frequently like the order to call home. Li [19]
suggests introducing ever-present widgets on the side window of cars.
Displays already show current time and the outside temperature in the
car. They could move to the windshield to enrich the WSD paradigm.

University of Munich (LMU), Media Informatics Advanced Seminar ‘Secondary Tasks’, 2013/2014

43



Fig. 8. Visual warning aids under low visibility.

3.4 Interaction
Effective, easy and blind interaction mechanisms are necessary for op-
erating secondary tasks and WSDs. This is the case because visual
attention should be on the road and not focused on the in-vehicle in-
formation systems. Most systems work with pointing of fingers or ges-
ture based recognition. Normal gesture interfaces used for secondary
tasks must tolerate quick glances of user attention [2].

Most recent work is based on simple finger pointing interfaces for
operations of secondary vehicle controls. Pointing has the big advan-
tage that the hands of the driver are kept on the steering wheel in order
to choose an action. Cairnie et al. [8] developed a small screen of the
size 15 by 10cm behind the steering wheel. They grouped 18 buttons
in categories on the screen and every time a physical button on the
steering wheel was pressed, a finger point command was registered
and executed. Interactions were tuning the radio, or controlling the
wiper, temperature, fan speed, or windows.

Fujimura et al. [13] presented the same method for interacting with
a WSD but the pointing is recognized by itself. The usecase was de-
scribed by receiving information of roadside objects by finger point-
ing. The communication was well-designed and did not compromise
the safety of the driver. The hands were kept on the steering wheel
while pointing, and visual feedback was given on the display when
information of the object of interest was presented.

Assuming drivers want to select from or go through menus on
WSDs, an approach like the one Rümelin et al. [28] demonstrated on
large in-vehicle touchscreens can be followed. For optimal reaching,
they rearranged the items like a pie-menu. Since WSDs have no touch
sensitive surface, nor are in a comfortable position to reach with the
hand, nor makes it sense to give up the body position with a straight,
concentrated look on the road, pointing to items is a reasonable com-
promise. It is significantly faster than classic touch interaction. Trans-
ferred to WSDs, the pie-menu gesture can be performed in the air with
one finger and minimal visual attention. Drivers used to the system
will know the gestures by heart.

Ohn-Bar [24] presented six fundamental gestures that can be per-
formed for accessing the infotainment system of a car. The gestures
are processed by swiping horizontally, vertically, or circularly. These
gestures should be natural and intuitive to users known from touch-
screens. Nevertheless, it is inevitable to search for other suitable solu-
tions for interacting with the content of WSDs.

3.5 Limitations
Like with HUDs, one of the biggest challenges for WSDs is technol-
ogy. So far, no WSD has been successfully realized or introduced to
the market. Moreover, more technical issues must be faced regarding
stereo view, higher resolution, color depth, contrast, field of view, and
focus depth. Especially for contact-analog information, the presenta-
tion of three-dimensionality and correct depth plane remains complex

and costly. Currently, the only solution for this problem is to track the
driver’s eyes and adapt the image position accordingly. Coming along
with accurate depth perception, the different eye-point locations and
correct occlusion are still unsolved. More technical limitations con-
cern system and calculation delays, for example, for video analyzing,
as well as errors of GPS positioning or in the digital map data, failures
of in-car sensor input or wrong calibration [31, 37].

Talking about limitations of WSDs, it cannot be assumed that they
solve distraction problems of secondary tasks right from the begin-
ning. Performing secondary tasks reduces driving precision. Tuning
the radio, using a music device or a phone make the responds of drivers
to hazards 50% slower [15]. But new interaction concepts and the
presentation on a WSD are a step towards improvement. Neverthe-
less, research must keep an eye on distraction and the cognitive load
of drivers. Experiments show that secondary tasks interfere with the
maintenance of a correct situation model and therefore the situation
awareness [3]. Information overload and its side effects caused by
WSD systems must be avoided. The only information which might
be considered for displaying must not intrude, distract, or disturb the
driver and should improve the safety of driving [37].

In summary, before WSDs become accepted as part of automobiles,
issues regarding intuitive interfaces, costs, ergonomics, and appear-
ance must also be reviewed. Then, users must be prevented to overly
rely on the information of the systems, so that important information
of the environment is missed. Finally, privacy concerns must be con-
sidered, as displayed information will be publically visible. Not only
the speed or direction are visible by other drivers but also phone con-
tacts in future examples.

4 COMPARISON

The last chapters gave an overview of automobile HUDs and WSDs.
Each display was presented with its performance advantages, design
challenges, application areas and usecases, possibilities of interaction,
and limitations as well as constraints. Now, both systems will be be
compared and further analyzed.

4.1 From HUD to WSD

HUDs were designed to display primary information in the main view
of the driver. This results in a better driving performance as infor-
mation retrieval works without refocusing and shifting gaze. With
regular-sized HUDs, the main focus lies on information of the car and
its environment, assistance in pointing out the driving route, and warn-
ings of imminent hazards. These considerations can be recovered in
the current BMW Head-up Display [5]. The requirement of a separate
interaction with buttons is met with the iDrive Controller. The users
can adjust the content and position of the HUD. However, information
can only be read and not changed, edited or requested. The displayed
information can either be continuous or discrete, is mostly 2D and un-
registered.

A couple of systems propose ideas using larger HUDs. In compar-
ison to examples found for small HUDs, the number is rather limited.
Larger displays promise greater possibilities for automobile applica-
tions. The display content has become more and more often 3D and
contact-analog. This means that information is not only superimposed
over the outside scenery but is aligned with the objects and environ-
ment. However, the more realistic view comes along with the major
drawback. To achieve three-dimensionality, spatial depth, and contact-
analog alignment, the driver has to look through a predefined area and
the eye position must be tracked. Currently, there is no easy solution
for the problem.

Further enlargement heads to WSDs. They span over a significant
area of the windshield or use the full size of the windshield. The de-
velopment of WSDs is at its beginning as only complex prototypes
specialized to one functionality have been reported. Traffic signs can
now be marked and subtle navigation systems which highlight, for ex-
ample, the lane to take are proposed. Marked hazards move over the
display, virtual mirrors can be integrated, and the entertainment sys-
tem is imagined to be part of the WSD. Occlusion by other vehicles
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is addressed by making them transparent and new technical achieve-
ments are implied like vehicular ad-hoc networks, as well as front and
surveillance cameras. New interaction schemes allow direct impact
on the information provided. The interaction possibilities are finger
pointing or gesture based. Thus, pointing at an object can retrieve
and display information about, for example, a monument or restaurant.
Yet, the development continues to spread in all possible directions and
ideas are not restricted to driver assistance systems. All applications
share one goal: to make driving safer in a less distractive car environ-
ment.

4.2 Secondary Tasks

Automobiles offer a wide range of information systems. They enable
communication with the world outside of the car and provide enter-
tainment for the occupants inside of the car. The applications can be
for convenience, communication, and entertainment. The radio, car-
phone, and docking station are examples of this category. More infor-
mation systems concern vehicle monitoring like speedometer, light,
or door status, navigation, or safety and collision avoidance [7]. Sec-
ondary tasks are described as the interaction with communication or
information systems. Performing secondary tasks while driving causes
inattention, distraction and irritation. This problematic behavior oc-
curs as a consequence of higher workload and divided attention be-
tween the road and task information. It can result in an increased error
potential [1].

Both HUDs and WSDs are capable of displaying information for
secondary tasks. The potential usecases are various and cover almost
all tasks where data is displayed or the output is visual. User studies
also show that HUDs have a positive impact on task execution and
driving. Theoretically, HUDs can replace normal dashboard displays.
But it must be well reflected what information is displayed at which
location. It must be discussed how far entertainment system and work
environments should be integrated for drivers or if it is enough that
they stay informed. Applications must not require a high amount of
cognitive and visual demand and have to keep the situation awareness
of the driver. However, if all information is presented in direct view
displays, drivers will tend to reduce using the mirrors and concentrate
their glances on the road straight ahead [3].

4.3 Risks

New innovations always come along with new issues and risks. Most
of the potential ideas have not been realized due to technical reasons
or unsolved problems. A high risk is to overload the new display
types with information and visual feedback. Display design should
only show information which is needed and remove irrelevant infor-
mation. The essential information is graphic, using symbols which
can be rapidly processed by the driver. Other forms of feedback have
to be considered as well, and warnings have to be prioritized. Audio,
visual and tactile feedback are possible. The best system will need at-
tention, but concentration is needed for driving. By putting too much
information on the screen, the display and human capabilities are over-
loaded. Badly designed HUDs cause distraction. Colored areas on the
windshield may hide the street, travel signs or traffic. For the exten-
sion of HUDs in cars, further research concerning display methods,
privacy, or acceptance of users needs to be done. The concepts for
interaction and user friendliness for these displays and contact-analog
information have not been fully developed. Operations with naviga-
tion maps or choosing from long lists are not transferable to HUDs yet
[1].

Some questions remain unsolved. What impact do secondary tasks,
their execution, and information displays have on the safety while driv-
ing? It can be shown that systems individually can improve driving
performance, but what happens if these ideas are brought together?
Further development must therefore be well reviewed and tested to
finally support driving performance and not to increase mental work-
load.

4.4 Trends

HUDs are one trend in the automobile industry with a lot of benefits.
They can provide information in the direct view of the driver. In gen-
eral, the drivers have to turn their gaze and attention to a secondary
in-car display to retrieve information. Consequently, it makes sense to
present warnings on HUDs. New Advanced Driver Assistant Systems
(ADAS) are introduced. For example, they measure the distance to the
car in front and present warnings of imminent collisions. They recog-
nize pedestrians and give a warning. Finally, they provide warnings
for lane departure [34].

As normal devices like laptops and cell phones need to be connected
to the internet, it is a small step to add vehicles to reach the next step of
ubiquitous computing. Some people see the car as a workplace or as
a small part of their house while they are on the move. This includes
checking e-mails, playing games, browsing the web, but also watching
TV and listening to online radios [12]. Can WSDs help to display and
interact with web applications more safely while driving?

Electric vehicles are another trend where HUDs and WSDs can play
a role. They could provide information on trips, driving patterns, and
battery conditions. This information is useful because of their perma-
nent mobility issues. New display items can be added with advances in
new technologies. Vehicle-to-vehicle communication is possible over
a range of around 300m. Drivers can thereby receive necessary infor-
mation in advance. Examples are the avoidance of rear-end collisions
or looking ahead for traffic situations at highly frequented intersec-
tions. Intelligent navigation systems offer more than just positioning
and announcements. They can predict where the driver will be head-
ing from the driver’s smartphone calendar. It results in fuel efficiency
because the system can calculate when to start the regenerative brak-
ing for the energy regeneration process or alert drivers to an upcoming
speed limit and decrease speed gradually. Finally, the development of
autonomous cars has made significant progress. ADAS keep the car
centered on its lane or park it completely autonomously. Nevertheless,
the driver always wants to observe the status of the vehicle. This may
be a opportunity for HUDs and WSDs [7].

5 CONCLUSION

HUDs follow one primary goal. The safety of the driver increases as
he or she can focus more on the road, has important information in
his or her main view, and does not have to refocus when retrieving
information. With enlarging the HUD size, the number of possible
applications increases as well. Normal HUDs concentrate on car in-
formation like the display of the current speed, assistance systems like
navigational symbols, and warnings like danger of crashing. The pos-
sibilities are vast. 3D and contact-analog presentation of, for example,
navigational arrows can be created with larger HUDs. WSDs further
extend those possibilities. Navigation is raised to a new level as lanes
can be highlighted or maps overlaid. Virtual mirrors promise to reduce
the blind spot area and the discomfort of occlusion by large vehicles.

All in all, a lot of applications of HUDs were presented and more
potentials of WSDs have been pointed out. Technical issues as well
as some risks still remain. Once more, the current trends in the auto-
mobile environment may do research in HUDs as well as WSDs, and
may integrate more tasks and functionalities. Definitely, there is a lot
of potential investigation left for the future.
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[35] M. Tönnis, C. Sandor, C. Lange, and H. Bubb. Experimental evaluation
of an augmented reality visualization for directing a car driver’s attention.
In 4th IEEE and ACM International Symposium on Mixed and Augmented
Reality (ISMAR), pages 56–59. IEEE Computer Society, 2005.

[36] C. Tran, K. Bark, and V. Ng-Thow-Hing. A left-turn driving aid using
projected oncoming vehicle paths with augmented reality. In Proceedings
of the 5th International Conference on Automotive User Interfaces and
Interactive Vehicular Applications, AutomotiveUI ’13, pages 300–307,
New York, NY, USA, 2013. ACM.

[37] D. Van Krevelen and R. Poelman. A survey of augmented reality tech-
nologies, applications and limitations. International Journal of Virtual
Reality, 9(2):1, 2010.

[38] N. J. Ward and A. Parkes. Head-up displays and their automotive appli-
cation: An overview of human factors issues affecting safety. Accident
Analysis and Prevention, 26(6):703 – 717, 1994.

[39] D. J. Weintraub. Human factors in head- up display design. CSERIAC,
Dayton, OH, 1992.

[40] M. Wittmann, M. Kiss, P. Gugg, A. Steffen, M. Fink, E. Pppel, and
H. Kamiya. Effects of display position of a visual in-vehicle task on
simulated driving. Applied Ergonomics, 37(2):187 – 199, 2006.

[41] J. S. Wolffsohn, N. A. McBrien, G. K. Edgar, and T. Stout. The influ-
ence of cognition and age on accommodation, detection rate and response
times when using a car head-up display (hud). Ophthalmic and Physio-
logical Optics, 18(3):243–253, 1998.

[42] W. Wu, F. Blaicher, J. Yang, T. Seder, and D. Cui. A prototype of
landmark-based car navigation using a full-windshield head-up display
system. In Proceedings of the 2009 Workshop on Ambient Media Com-
puting, AMC ’09, pages 21–28, New York, NY, USA, 2009. ACM.

[43] L. Xi. Regulatory requirements for certification of head-up-displays with
an emphasis on human factors. Procedia Engineering, 17(0):70 – 76,
2011. The 2nd International Symposium on Aircraft Airworthiness.

University of Munich (LMU), Media Informatics Advanced Seminar ‘Secondary Tasks’, 2013/2014

46



Interaction in Mixed Reality Cockpits

Simon Pfaab

Abstract— The amount of computers and electronic devices in cars is increasing rapidly. Nowadays modern cars do not have
electronics just for starting the engine and moving the car. Many tasks which had to be done manually, have been taken over by
computers. These subjects can be differentiated according to their importance and goal. This paper gives an overview of interaction
systems for cockpits. The focus of the paper is on car-cockpits because of the broad spread of cars in today’s society, but it also
introduces some interaction systems of helicopter and plane cockpits. After differentiating the various kinds of tasks of drivers or pilots,
the circumstances of cockpits will be described briefly to give an understanding what challenges are imposed in cockpits. Introducing
display technologies shall give an insight of the interaction methods, which try to help solving these tasks. As an indication the
characteristics of a Head-Down Display will be presented first, followed by the description of several studies about mixed reality
Head-Up Displays. In this chapter mixed reality will be defined as the reality-virtuality continuum between real environment and virtual
environment. The different studies show that many factors have to be considered for designing an interaction display for cockpits.
After completing the technologies of mixed reality cockpits with the Head-Mounted-Display, this paper will lead to the conclusion that
depending on the demands, variable display solutions qualify best.

Index Terms—Secondary Tasks, Interaction, Mixed Reality, Cockpits, Displays, HUD, HDD, AR

1 INTRODUCTION

Today’s society is very fast moving and because time has become a
very precious thing, people tend to do many things at the same time to
be more efficient. Especially random tasks, which are not one’s main
subject, are favored to be done simultaneously and therefore as many
as possible at the same time. There are also tasks, which can be solved
more efficiently with the help from other actions, like secondary tasks.
These secondary tasks can be assisting but also entertaining. To give
an overview of how people interact with secondary tasks and also be
able to solve their main task, is the goal of the following paper.

Everyday multitasking takes place in cockpits because here the
main task (driving or flying) is very important, but also the secondary
tasks can support (navigation) or can be necessary (warning environ-
ment, example given honking) for solving the main subject. This paper
focuses on car cockpits because of the spread of cars, but there is also a
little insight to helicopter or plane cockpits. To understand the design
and concepts of mixed reality cockpits, it is important to understand
the classification of tasks in this environment.

According to Ablassmeier et al. [2] tasks can be put into three cat-
egories. Tönnis [30] uses the same categorization in his work, as seen
in figure 1. He divides the cockpit into three areas, according to the
places where the actions of the different kind of tasks happen. Both
studies define the main or primary task as the most important one be-
cause it represents the main objective of the operator. It basically in-
cludes the maneuvering of the vehicle. In order to get to the desired
destination without jeopardizing others or oneself, the driver or pilot
has to navigate from departure to destination. While doing this, steer-
ing is needed to switch lanes or make turns and accelerating as well as
braking accomplishes stabilization [2, 30].

Ablassmeier et al. [2] define secondary tasks as actions which are
neccessary to react to external influences as well as to other traffic
participants. These tasks supplement the primary task and can be for
example turn signals, warning horns or activating the wiper. But all
these actions are not necessary to keep the vehicle on track [2, 30].

Actions which do not concern the driving task and are just for en-
tertainment, communication or changing settings of the car conditions
belong to the category of tertiary tasks [2]. With the electronic devices
increasing, there are many possibilities to add support to the driving
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Fig. 1. Distribution of Primary, Secondary and Tertiary Tasks by Marcus
Tönnis [30].

task. A typical device is the Global Positioning System (GPS), which
is used to navigate to the desired destination. Interacting with this kind
of devices can be classified into tertiary tasks. These tasks require
much attention, but do not necessarily have something to do with the
driving task [2, 30].

A little different to the classification of Ablassmeier et al. [2],
Pauzie and Manzano [25] differ between the main driving task and in-
formative or assistive functions. They refer to the classification of the
European project AIDE [11], which defines the two terms In-vehicle
Information Systems (IVIS) and Advanced Driver Assistance Sytems
(ADAS). IVIS are the actions drivers do, but which do not have a re-
lation to the primary driving task. These are the operations mentioned
above as tertiary tasks. ADAS want to support the driving task by
enhancing safety and comfort [11].

For this paper the term primary task will involve the first two cat-
egories of the definition by Ablassmeier et al. [2] and the focus will
be on secondary tasks, which will involve the operations described as
tertiary tasks. The devices below shall be reviewed overlooking the
ADAS. It is important to create reasonable interfaces for all kinds of
tasks because of the limitations the driver or pilot has to face, resulting
from the cockpit environment. In this paper solutions will be described
which offer displays for solving secondary tasks in cockpits. The fo-
cus will be on the use of ADAS, like using a GPS.
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2 INTERACTION IN COCKPITS

After clarifying the tasks people have in cockpits, it is important to
understand under which conditions these goals have to be reached.
There are restraints that limit the opportunities of interacting in cock-
pits. When you try to develop display systems for interactions in cock-
pits, these limits have to be considered. The safety of the user has to
be guaranteed as well as it has to be ensured that the user can solve the
tasks in the best way possible.

Adapting to car-cockpits is something every driver has to learn. Ev-
ery cockpit has a different arrangement of the instruments. But you can
find a common ground, how the instruments are arranged and in what
kind of environment you have to act. This section describes the in-
teraction in general, so it becomes clear, why in cockpits people have
to act like they do. It shows how the tasks, described above, can be
solved by the driver or pilot.

For solving the primary task, the driver or pilot has to be able to
control the vehicle by using his or her hands and feet. In a car both
feet are needed for accelerating and braking. The hands are used for
the steering of the car and for changing gears. The mentioned actions
only take place in a car with manual control, but in a vehicle with
automatic gearbox, the changing gear aspect drops, but the hands are
still needed for steering the car. So all the extremities are needed for
the main task with high priority.

Steering a helicopter on the other hand is not only more complex,
but also needs more focus of the pilot. Here the pedals are used for
controlling the horizontal alignment of the helicopter. With the right
hand the pilot controls the cyclic for moving the helicopter to the left,
right, front or back [1]. The pilot’s right hand moves the collective,
which lifts and lowers the machine [1]. Depending on what kind of
airplane the pilot is flying, the feet might not be needed for steering
the plane. But in all airplanes the hands are both used for controlling
the rudders of the plane, which set the direction [7]. Here, even more
than in a car-cockpit, the extremities and the vision of the operator
have to focus on the primary task.

The presented devices in this paper want to enable the best interac-
tion without jeopardizing the driving task. It is proven that phoning,
eating or drinking influences the main task because glances and hands
are needed and the attention of the driver drifts away from the street
[27]. So interacting with information or entertainment systems, exam-
ple given like scrolling through lists, affects the awareness and pre-
paredness to react to the environment [12]. Studies have also shown
that the more challenging a secondary task is, the more the situation
awareness suffers while driving [3]. But it is also proven that the easier
the driving challenge is, the lesser problems driver have solving sec-
ondary tasks [18]. So for future inventions, not only these aspects have
to be considered, but also more improvement of the input and output
methods is needed because of the growth of information and com-
plexity [2]. In the following chapters systems will be introduced and
reviewed with the important above mentioned informations in mind.

3 HEAD-DOWN DISPLAYS

The classic Head-Down Display (HDD) as seen in figure 2 is one of
the first displays in cars, which was designed for secondary tasks. It
does not count among the type of mixed reality cockpits, but is a good
comparison for new inventions. Nowadays this type of display is part
of the standard configuration in almost every car [31]. Hereafter this
type of display will be further analyzed.

3.1 Details and designs
The characteristics of a HDD are that the display is mostly located
in the middle of the dashboard of the car and most often the controls
are next to the gearstick or handbrake [31]. While interacting the head
alignment has to change from direct view on the street to head down to
the display. This affects the attention of the driver. Kern and Schmidt
[13] found eight different input methods. These can be different kind
of switches, knobs or buttons. Combinations of these methods, so
called multi-functional controllers like the BMW iDrive, have become
very popular [13]. If it is a touch display, the interaction is made on
the display, which also delivers the output. All input modalities are

Fig. 2. Example HDD with Touchscreen by Chevrolet [24].

controlled with one hand and can be reached properly by most of the
users [13].

3.2 Evaluation of HDDs

This installation has many advantages and disadvantages for fulfilling
secondary tasks while driving. The greatest disadvantage is the loca-
tion of the display. Because of the change of the head alignment while
glancing at the display, much more time is needed [31]. Therefore the
reaction time to hazards in traffic are longer than with Head-Up Dis-
plays, which will be introduced below [16]. Advantages on the other
hand are that not only the driver can reach out and interact with the
HDD, but also the co-driver. If there is information, which is not too
important for the driver and his main tasks, it is no disadvantage, if the
driver does not have the display in his field of vision. Thus there is no
distraction by the information shown.

4 MIXED REALITY COCKPITS

A way of presenting information is doing that with displays and im-
ages. This kind of presentation often combines real and virtual en-
vironment together by putting the display somewhere in the environ-
ment. This paper will introduce mixed reality cockpits. First the term
mixed reality will be clarified, so it is clear, what the characteristics
of mixed reality are. After that, different studies to head-up and head-
mounted displays will be shown as mixed reality cockpit examples.

4.1 Mixed Reality

Fig. 3. Definition of Mixed Reality by Milgram and Colquhoun [20].

Unlike the HDD, the following solutions for solving secondary
tasks are settled in mixed reality. Mixed Reality (MR) as defined by
Milgram and Kishino [21] and Milgram and Colquhoun [20] is a sub-
class of virtual reality and the merging of real and virtual worlds. They
describe the concept of MR as a virtuality continuum (VC) and later
[20] as the reality-virtuality continuum (RVC) (see figure 3) between
real environment and virtual environment at each extremum. As seen
in figure 3 the real environment is located on the left side and accord-
ing to Milgram and Kishino, it solely consists of real objects. Thus
a recorded real-world scene has to be assigned to this extremum. On
the other hand, the virtual environment at the opposite extremum con-
sists of virtual objects only. The authors give a conventional computer
graphic simulation as an example for that case [21].
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Furthermore Milgram and Colquhoun [20] define two more incre-
ments between the extremes of the VC. One, which is more located on
the real side, is called augmented reality (AR) and can be set as any
representation which augments or enhances a real image with a vir-
tual image. On the other side, there is the augmented virtuality (AV),
which enhances or extends virtual images with real environment data.
Any virtual in this context means simulated or artificial. At last a MR
environment can be seen as real and virtual world objects presented in
a display, which itself is somewhere in the RVC [19, 20].

Augmenting the reality or the virtuality implies advantages and also
disadvantages. Some disadvantages found by Milgram [19] are lumi-
nance limitations and mismatches, contrast mismatches or resolution
mismatches, as well as occlusion conflicts. He describes luminance
mismatches as objects that can appear closer by being brighter than
the image itself. Contrast mismatches on the other hand make the ob-
ject seem farther away because the contrast ratio for displays is less
than for a direct view. He also brings up that the direct view has more
resolution than projected images or videos on displays. This leads to
resolution mismatches. Another problem Milgram found is that de-
spite actually being behind a real environment object, it could be that
the virtual object is placed before it in the display. Therefore the vir-
tual object overlays the real object, while it should be the other way
round [19].

Fig. 4. Example HUD by BMW [6].

But on the other side Narzt et al. [23] also found many advantages
for augmented or mixed reality. The systems are very intuitive for the
user because the real and the virtual objects are at the same position
and the user can have a glance at them at the same time. The interac-
tion principles of mixed reality are almost the same as in real world.
This way it is very natural and easier to understand how to interact
with them. It also influences the understanding of the effects of the
interactions [23].

4.2 Head-Up Displays
Wtih the technical opportunities increasing, Head-Up Displays like the
BMW HUD in figure 4 were invented and introduced to the market.
The presentation of the elements is quite the same, just the position
of the display has changed. This little change has a huge impact on
the interaction and practicability of this solution. Head-Up Displays
make use of the windshield as a projection area and therefore do not
narrow the already limited cabin space. Some studies and experiments
on HUDs will be introduced in this section to give an insight into the
characteristics of this display technology.

4.2.1 Eye Gaze Studies With Head-Up Displays In Vehicles
As described in the sections above, it is necessary to keep the driver
focused on his main task, the driving, but also make it possible for him
to access information and to interact with displays without increasing
the workload. With the information directly projected into the driver’s

visual field, HUDs do not force the driver to change his view alignment
like HDDs do (see section 3 ) [2]. Studies have shown that because of
the placement of the display in the driver’s visual field, there are not
only advantages, but the HUD can also produce a perceptual tunnel
or reduce the peripheral visual field. Ablassmeier et al. [2] wanted to
learn, if and how high the visual distraction is, by making eye gaze
studies, comparing the HUD and HDD.

In this study an eye tracking system, a helmet called JANUS, is
used to measure the frequenzy and duration of eye glances, as well as
the scan paths, eye closures or shoulder turns. The test persons were
put in a car with two HDDs and a HUD and had to drive a 60 kilome-
tre long test track, while solving different kind of tasks, like reading
information from the displays. The results of the evaluation and the
test showed that the majority of the test drivers accepted the HUD.
The gaze retention period of the field study showed that the potential
for capturing information even in complex situations (city traffic) was
high. Most of the testers would have preferred more information on
the HUD, including infotainment. But the authors concluded that it
could be more dangerous and less usable, if there is an information
overload. This would lead to the opposite of the goal of developing
HUDs, which is to increase safety and user-friendliness in cockpits. If
anything Ablassmeier et al. concluded that the maximum number of
information, shown in the display should not exceed four. [2].

Further studies by Weinberg et al.[31] or Milicic and Lindberg [22]
also emphasized the importance of the positioning of the display in-
terface. The easier the display was visible and the less the gaze had
to change, the better the driving performance was. While Weinberg et
al. differentiated between head-up and head-down, Milicic and Lind-
berg tested different positions on the windshield with various tasks of
variable difficulty levels. They came to the conclusion that the harder
the task is, the longer the driver is distracted. It is also important that
the information is well structured and easy to understand so that the
glance is short [22].

4.2.2 Menu Interaction In Head-Up Displays
The HUDs are not only needed to read information from them, but
there are also cases where the user has to select from a list to get more
information or the desired result. This can be a choice list for enter-
tainment matters like a music-playlist or for assisting matters, like a
list of places, if the driver wants to select the destination in his GPS.
Weinberg et al. [31] made an experiment that should check if a HUD
is more accepted by the testers than a HDD or even audio only instal-
lations. Not only the preferences should be considered, but also the
driving performance while solving the set tasks. [31].

Fig. 5. Experimental design by Weinberg et al. [31]

The testers were put into a driving simulator with a head-up display
on the windscreen as well as a head-down display in the middle near
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the steering wheel. The third variant was the audio-only variant, which
announced each entry for the user. The secondary tasks included an
IVIS with navigation, music and contacts, presented in the displays
or via audio. For interaction a jog dial device was mounted on the
steering wheel as seen in figure 5. An option was to interact via voice
commands. The task time of the participants were measured and af-
terwards a survey was conducted [31].

Weinberg et al. [31] reached to the conclusion that as in studies be-
fore, the HUD was the most preferred device by the participants of the
study. The HDD on the other hand was not as popular. The audio only
variant was also accepted, but because of the long time the participants
needed for task solving, the opinions varied. The task solving time of
the HDD was very short, but the driving performance showed that be-
cause of the change of glances, it did perform the worst. In driving
performance the audio only variant was best, but the participants still
preferred the HUD most. The good performance can result from the
fact that with audio only, the extremities of the driver can concentrate
on the primary task. When the lists were shown on one of the displays
and the information was additionally offered via audio, the users still
took many glances at the displays. Weinberg et al. assume that most of
the drivers prefere audiovisual interfaces because the amount of data,
which can be absorbed that way is much bigger. They sum up that
regarding the driving performance and the user satisfaction, the HUD
appears to be the best alternative. They complete their studies with
the opinion that not only the type of display is essential, but also the
design, like the size of the display. The effects of these factors shall be
investigated in future studies [31].

Milicic and Lindberg [22] also tried to find out, how usable HUDs
are in case of menu interaction. In their studies they made an experi-
ment with 36 subjects, which had to solve different tasks while driving
a BMW in a driving simulator. They compared the HUD with a Central
Information Display (CID) in the middle dashboard and an installation
without any display. The secondary tasks the testers had to solve con-
sisted of the interactions scrolling, adjusting and setting up characters.
Here as well the eye movements were captured and the time needed
for solving different tasks was measured. To verify the measures, a
survey was conducted with the participants afterwards [22].

The results of Milicic and Lindberg show that the total time needed
for fulfilling the tasks was the shortest with the HUD and that es-
pecially bars and lists are suitable for presenting information on a
Head-Up display. In contrast to the Central Information Display, the
Head-Up display usage was not only faster, but also the driving per-
formance showed better results. The peripheral detection task perfor-
mance, which measured the workload and driver distraction, also em-
phasized that HUDs qualify for interaction with secondary tasks. But
the eye movements showed that the drivers looked longer at the HUD
than at the CID, if the information presented was more complex and
the design overloaded. Here Milicic underlines the results of Ablass-
meier et al. [2] that the number of symbols presented should not be
too high. After all the HUD had better results in driving and efficient
interaction [22].

4.2.3 In-Vehicle Information System On Head-Up Display

In the above mentioned studies, the comparison focussed on the char-
acteristics of different kind of devices, like HDD or HUD. But not only
the type of device needs to be analyzed, a HUD can have different kind
of uses as well. In the study of Chao et al. [8], they wanted to examine
the distraction level of HUDs and how well IVIS in Head-Up Displays
can enhance the safety of the drivers [8].

In a driving simulator several test subjects had to drive through a
simulated driving route, while obeying the traffic rules. During solv-
ing the main task, IVIS-messages in form of speed limits were pre-
sented on the HUD and the participants had to respond to the limi-
tations. HUD data was collected and after the experiment, each par-
ticipant took part in an evaluation. The evaluation came to the result
that the testers saw positive effects in using a HUD, like enhancing
safety. But there was also a not negligible part of the testers (40%),
who thought that the IVIS can affect safety negatively and about 58%
had the opinion that too much information from the IVIS will increase

the cognitive workload. The measured results showed that IVIS on
HUDs improved the reaction time and driving performance. There-
fore, Chao et al. concluded that the design and content of the HUD
have to be further evaluated [8].

4.2.4 Full windshield Head-Up Display
A more futuristic approach was made at the University of Glasgow,
where Charissis and Naef [9] designed a Head-Up Display prototype
that uses the full windshield for projection. Unlike the so far discussed
HUD interfaces, this study wanted to test the different depths of field
configurations of a HUD. Using the full windshield the used HUD
shows different symbols for different kind of information. As seen
in figure 6 there are symbols in different colors for traffic, lead vehi-
cles, turns and pathway recognition. The goal was to test the different
focusing distances and how helpful a HUD can be in bad weather con-
ditions, like fog or rain [9].

Fig. 6. HUD Design by Charissis and Naef [9]

The test subjects had to run through eight test scenarios, with differ-
ent changing variables, like the visibility on the road or the daytime.
Before and after the driving tests, the participants had to fill out a ques-
tionnaire. Here as well the HUD was preferred, but it was also seen
as a distraction in good weather. Especially at a short focal distance,
the subjects disliked the symbols for the preceding cars. In bad sight
conditions on the other hand, the users relied on the HUD symbols for
orientation (lane symbols) and for heeding other participants (preced-
ing car symbol). Charissis and Naef concluded that due to too much
variation in the results, no statements about the effectiveness could be
made. But as of the preferred use, the subjects liked the longer focal
distances most. Usage during bad weather conditions was endorsed,
but in good weather it was considered as too distracting. Therefore
this approach needs more studies and further optimisations [9].

In 2008 Charissis et al. [10] made further explorations considering
the computer knowledge of users. They wanted to find out, if there is
a correlation between the users’ driving performance and their com-
puter knowledge while using the above introduced HUD. In this study,
the participants had to drive in a driving simulator and after a distance
of about two kilometers the preceding car braked abruptly. The visi-
bility conditions were bad, so the HUD symobls could be used. The
results were insignificant and did not prove a correlation between the
driving performance and the computer knowledge. The only consid-
erable fact was that elders were not as comfortable with the driving
simulator as younger participants who have experience with computer
and computer games [10].

Another study considering the usability for elder drivers was made
by Kim and Dey in 2009 [14]. They as well tested the cognitive work-
load and driving performance using a full windshild display for nav-
igation. Their motivation in creating a full windshield HUD was that
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they wanted to narrow divided attention because the driver has to fo-
cus on the driving task as well as on the information displays. Their
display is a 2.5 dimensional in-vehicle navigation system, which aug-
ments the street with virtual information and the virtual route is shown
at the end of the real road [14].

For the evaluation of the windshield display, Kim et al. [14] had the
participants drive a route in a driving simulator with either the Aug-
mented Reality-based windshield display (ARD) or a regular GPS-
based Head-Down Display located in the middle dashboard. The par-
ticipants included partly elder and younger drivers. The driving of
both age groups was examined and afterwards every person had to fill
out an evaluation form. The task was to follow the route presented on
the displays and simultaneously comply with the street rules. The re-
sults confirmed that elder drivers have more performance issues than
younger drivers. Comparing the two display types, the driving per-
formance showed that the ARD is more suitable than the HDD. This
was confirmed in the interviews after the experiment. But some partic-
ipants had difficulties understanding the visualization and some sub-
jects also mentioned that with the visualization signs and traffic lights
were harder to realise. Finally, Kim et al. concluded that the results
speak for the ARD because of better cognitive mapping and way find-
ing, but it still needs improvements and tests in real-life cars [14].

Also testing the possible use of the windshield display were Narzt
et al. [23]. They studied the projection of abstract navigation data on
the windshield. With their device the right direction and future path
was shown on the display as well as safety aspects like a preceding
bike or other hidden objects. Although they have not evaluated their
concept yet, the authors concluded that safety and orientation will in-
crease with it because complex and hidden junctions can be anticipated
and no glance switching will be needed. The only doubts Narzt et al.
have is the possibility of distraction through too many different levels
of details in the projection [23].

4.2.5 Gaze-Based Interaction on Mulitple Displays
As seen in the already introduced studies, the display technology used
for interaction in mixed reality cockpits plays a huge part. But as seen
in chapter 4.2.2 the interaction method is also essential for a good
cockpit solution. The paper of Poitschke et al. [26] wants to contrast
touch input and gaze-based interaction. This study introduced a gaze
tracking system, which should be used for interaction. This system
was compared to a touchscreen solution, which was installed in the
center dashboard. The participants of the study had to solve a simple
driving task with lane switches and speed controls. While driving sec-
ondary tasks were set, like configuring different kind of settings of the
car and navigation options. Therefore there was a HUD in front of the
driver on the windshield and an instrument cluster behind the steering
wheel [26].

The results showed that the gaze based interaction lead to higher
reaction times because of higher cognitive workload. Also the driv-
ing performance suffered while using the gaze interaction because the
gaze was turned away from the street for too long. On the other hand,
two gaze interaction experts had better results with gaze interaction
than with touch interaction. The authors conclude that further studies
are needed which could optimise the gaze interaction and could make
it a good alternative, especially in combination with speech feedback
[26].

4.2.6 Pilot Errors On Display Devices
The studies shown above introduce HUDs to the car-cockpit. But
HUDs have been part of the standard configuration of aircrafts for
quite some time [5]. Especially fighter aircrafts and helicopters are
navigated and controlled with the help of HUDs. Because of many
aircraft accidents in the late 1980s, Biberman and Alluisi [5] investi-
gated the impact of using Night Vision Goggles, HUDs and also Head-
Mounted Displays (HMD).

In their study they interviewed Air Force pilots about their use and
their opinion. They came to the conclusion that using HUDs can re-
sult in spatial disorientation, visual discomfort and fatigue, especially
when using it as a primary instrument. Biberman an Alluisi propose

that training the pilots in the use of HUDs would help as well as putting
additional information, which can help, but not replace the symbolic
displays. This way, especially in stressful flying situations, the cogni-
tive workload is not too much for the pilot. The results showed that
HUDs as an integral part of the flight operations cannot be abandoned
from the cockpit because of its usefullness. In their opinion, there will
be a decrease of pilot errors resulting from standardizing the displays,
their positions and the information presented [5].

4.2.7 Head Mounted Displays
Another mixed reality cockpit device is the Head Mounted Display or
also Helmet Mounted Display. Melzer [28] introduces the HMD as an
information-viewing device that provides the information directly to
the eye with no hands needed. The display is placed in front of the
eyes and can be reactive to head and body movements. The early heli-
copter HMDs were used for targeting. Because it augments the reality
with virtual symbols, the HMD design has to be thought through very
carefully, so that the life of the pilot is not endangered. According to
Melzer the HMD expands the capability of the HUD and allows the
pilot to access information over the pilot’s entire field of vision [28].

As an example he presents Honeywells Integrated Helmet And Dis-
play Sighting System (IHADSS) HMD and head tracker (see figure 7),
which is used by the U.S. Air Force. This HMD provides the pilot with
a viewpoint as if his or her head was located in front of the helicopter
and made it easier to see at night. The author mentions further studies
that have found new ways to improve the usefullness of the HMD by
providing more information for navigation, landing and reducing the
pilot’s workload [28].

Melzer [28] addresses some issues, which affect the ocularity, field
of view, resolution, luminance and contrast. When developing a HMD
system, it has to be considered whether a monocular, biocular or binoc-
ular system is needed or wanted. Depending on the chosen ocularity,
the system varies in weight, costs and issues concerning the focus and
eye dominance. As seen in HUDs, the focal point is important for
the right perception of the display and the viewer’s comfort. A high
contrast is needed to see the virtual images of the display, but the lumi-
nance cannot be too high because otherwise real environment objects
will be covered [28].

Fig. 7. The Honeywell IHADSS used on the U.S. Army AH-64 Apache
helicopter [28].

As part of their study, Biberman and Alluisi [5] also investigated
the impact of HMDs on flying an aircraft or helicopter. Because of
the higher need of attention and because pilots wear helmets anyway,
displays mounted to the head are used for displaying information di-
rectly in the view of the pilot. The authors state that here it is even
more important to select the information presented in the display and
its number wisely because the distration can be much higher than in
a HUD. Additionally human-factors need to be considered, while de-
signing the display setups [5].

In 2009 Melzer and Rash [17] provided further studies, which show
the advantages HMDs have over HUDs. They state that even when
looking outside the limited field-of-view of the HUD, the pilot is able
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to access information with a HMD. It is also possible to directly target
another aircraft or sight by looking at it without the need of another
input via the extremities. Therefore it enhances the effectiveness of
the platform as a weapon or observation vehicle. As well as Biberman
[5], Melzer and Rash think that for further developments it is important
to consider the advances in neuroergonomics. Thus the most suitable
HMD symbology can be found to reduce the mental workload and give
the highest situation awareness possible [17].

Another study on the help of Head-Mounted Displays for pilots was
conducted in 2013 by Beringer and Drechsler [4]. They wanted to test
how helpful a HMD can be while flying through a more occupied area.
In their study a number of pilots had to solve different flying tasks
without crashing into towers or electric wires. The trials were run
with and without a HMD, which displayed the obstacles in different
variants. The flight performance was measured to get the routes of
the subjects. The tests resulted in better travel times and less danger
of crashing using the HMD. They conclude that HMDs qualify for
navigation and obstacle avoidance [4]. Taylor [29] confirms in his
thesis that visual alert symbology helps the pilot to react to obstacles
during the flight.

5 CONCLUSION

This paper has shown that studies look for solutions to increase safety
and usability in car-, plane- or helicopter-cockpits. The aim is to de-
crease the number of accidents which can be associated with the use
of electronic devices in the cockpit. Studies have proven the negative
affect of distraction on road safety by focusing on other things than
the road [15]. As seen above the primary task in a vehicle requires
not only the full attention of the driver or pilot, but also the extremi-
ties to fulfill the main task. This leads to restraints when developing
informative or assisting systems for secondary tasks.

One common solution, which nowadays is part of the standard con-
figuration of almost every car, is the Head-Down Display. Although it
provides the driver with a lot of assisting information like active traf-
fic symbols or the correct route to the destination, studies have proven
that it is not the perfect solution. Glance changes resulting in inatten-
tiveness to the happenings on the road and long process times when
interacting with the device have demonstrated the potential danger of
using a HDD.

As an enhanced solution Mixed Reality cockpits are investigated to
find a more ideal answer to the problem of inattention. These mixed
reality cockpits can be characterized as displays mixing real environ-
ment elements with virtual environment elements. This happens either
by augmenting a real image with a virtual image or enhancing and ex-
tending virtual images with real environment data.

As mixed reality cockpit solutions the Head-Up Display and the
Head-Mounted Display were introduced. Many studies have proven
that the HUD is more accepted by the users than the HDD. Not only
the subjective opinions show the advantages of the HUD, but also the
results in the performance studies prove this. Better driving perfor-
mance and less glance switching resulting in higher safety are an effect
of the new positioning of the display on the windshield. Also solving
secondary tasks do not risk the driving task as much. The potential of
HUDs is high because new developments propose solutions for assist-
ing systems, which can be useful for secondary tasks.

For aircraft cockpits, Head-Mounted Displays expand the capability
of HUDs and allow the pilot to access additional information no matter
where his or her view is. Here, studies have shown that especially for
informative purposes and tasks without the need of hand interaction,
this mixed reality solution is most suitable. Projecting obstacles or
warnings help the pilot to react faster without losing the attention on
the actual flying situation.

But many factors have to be taken into consideration when design-
ing the interface of a HUD or HMD. The size, position, visibility and
colors as well as the symbols used have a huge impact on the usabil-
ity of the display. Furthermore the best interaction method has to be
found. Studies have already shown that a combination of haptic and
speech interaction is a good solution [31]. But with the increasing
number of touch displays in today’s society, there could be a new way

of interacting, which can be more intuitive and less dangerous for driv-
ing and flying. Further studies will have to confirm that. But one can
conclude that using mixed reality cockpits for interacting with sec-
ondary tasks is the right way for the future.
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[25] A. Pauzié and J. Manzano. Evaluation of driver mental workload facing
new in-vehicle information and communication technology. In Proceed-
ings of the 20th enhanced safety of vehicles conference (ESV20), Lyon,
France, volume 10, 2007.

[26] T. Poitschke, F. Laquai, S. Stamboliev, and G. Rigoll. Gaze-based inter-
action on multiple displays in an automotive environment. In Systems,
Man, and Cybernetics (SMC), 2011 IEEE International Conference on,
pages 543–548. IEEE, 2011.

[27] J. R. Sayer. The effects of secondary tasks on naturalistic driving perfor-
mance. 2005.

[28] E. C. R. Spitzer. James e. melzer head-mounted displays the avionics
handbook. 2001.

[29] J. B. Taylor. Helmet-mounted display symbology for ground collision
avoidance in fighter aircraft. Technical report, DTIC Document, 1999.
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Authentication on Mobile Devices: a Secondary Task

Marita Plafka

Abstract— Resources in mobile interaction are usually needed for manoeuvring safely which makes it vital to keep the workload
caused by the interaction as low as possible. As the amount of stored confidential data on mobile devices increases, it gets more
important to ensure that only authorised persons get access. This paper presents an overview of several knowledge based authenti-
cation methods on mobile devices and discusses whether those systems can be classified as secondary tasks or not. To carry out the
assessment, the defining features of secondary tasks and mobile interaction as well as the types of mobile authentication systems are
identified. Investigating several of the existing knowledge based authentication mechanisms it becomes evident that their suitability
to be performed as secondary tasks is very limited due to high workload. These findings raise the questions for further investigations
such as whether or not token based and biometric authentication systems are better suited for mobile context in this regard.

Index Terms—secondary tasks, authentication, mobile devices, usability, security, survey

1 INTRODUCTION

With increasing functionality, more and more private information is
stored on mobile devices. Smartphones allow mobile access to the in-
ternet and are used for online banking and shopping, which ultimately
means that confidential data is in play. Therefore, secure methods are
needed that only grant access to the authorized person.

Authentication methods are these days mostly based on passwords
or personal identification numbers (PINs), even though the drawbacks
concerning the security of this approach are well-known [14]. This
text-based technique requires the user to remember his password,
which results in passwords that are easy to remember as, for exam-
ple, the name of a pet and which are therefore easy to guess [14].
Passwords that are difficult and hard to guess or break, on the other
hand, are difficult to remember. Since the human brain is only capable
of grasping a limited number of passwords, users tend to use the same
password for several applications or write the passwords down [20].
In general, there is a trade-off between the security of the password
and its usability, in particular its memorability [10, 14].

As mobile devices are used in varying surroundings, the user may
be engaged in activities that are demanding attention as driving a car
or walking down a crowded street. Therefore, typical interactions with
mobile devices are short and should cause a minimum of cognitive and
visual workload. The same applies for authentication, providing even
more constraints in addition to security, usability and memorability
that should be considered while developing new authentication meth-
ods.

The goal of this paper is the examination of the suitability of au-
thentication methods on mobile devices as secondary tasks and the
analysis of therefore required features.

2 SECONDARY TASKS

People are usually involved in several activities at the same time.
While they are driving a car, they set turning signals, monitor vehi-
cle speed and fuel level and continuously interpret and monitor the
environment. Those tasks normally are subordinate to driving, which
is the primary task. All of these secondary activities compete for at-
tention and the limited cognitive resources that are left apart from the
high priority primary task, which is not disturbed by the secondary ac-
tivities [26]. In mobile Human-computer interaction (HCI), the user
usually is in motion while interacting with the mobile device. For nav-
igating safely through the environment, visual attention is needed in
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order to recognize obstacles sufficiently early and avoid them. There-
fore, interaction tasks, which also claim visual attention, compete for
the same limited resources as the mobility tasks [25]. For dividing up
the resources, social expectations for behaviour and motivations (like
needs and goals) are involved [25, 26].

When all resources are used, secondary tasks are affected, as their
resources are redirected to more important tasks. This usually leads to
worse performance, a slower or postponed execution of the secondary
task or even to a complete termination in favour of releasing resources
and an attention shift, which can be dangerous [26]. One example
that can often be observed in everyday life is the slowing down in the
user’s walking speed while concentrating on writing a message on the
mobile device [22]. This mostly unconscious effect can be observed
with drivers decreasing the vehicle’s speed when they suffer a decline
in attention [27]. In order to overcome these negative effects, people
adopt attentional strategies. When arriving at a place, they process
their surroundings and thereby are able to estimate the time left until
the next event takes place. Since this next event is not surprising, not
much attention is needed to follow them. Once attention is calibrated,
scanning can be minimized to brief sampling of the environment by
using its predicted events as reminders to perform an action, such as
getting of a train when hearing the name of the destination. The sam-
pling is needed to further calibrate attention and observe changes that
could interfere with the plan [26].

In mobile applications, the classification which task is primary and
which is secondary depends on the context. If the user is moving
through a crowd and has to write an important message on his mo-
bile device, walking and avoiding collisions needs most of the user’s
attention and therefore is the primary task. However, if the user walks
along an empty street, writing the message can safely be adopted as
primary task, as mentioned above [22].

Mostly triggered by people or events, interruptions cause the user to
switch between tasks and therefore break the fluent interaction. Espe-
cially in mobile computing, interruptions are common due to the user’s
environment or notifications on the device itself. These interruptions
may result in the user trying to do both tasks and therefore switch-
ing between the currently performed task and the interruption [13].
That is why interruptions typically cause stress and hence increase the
user’s cognitive workload, which in turn affects performance in mat-
ters of time and accuracy [13]. While workload can be defined in
various ways, in HCI studies it usually indicates the amount of mental
processing resources that still continuing tasks have already claimed
[22, 23, 27] and therefore also indirectly refers to the brain’s capabil-
ity of processing new input. The more that the workload increases, the
more time the brain needs to process new information, which espe-
cially in driving situations dangerously decreases reaction time [27].
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3 MOBILE INTERACTION

Originally, computer interfaces have been designed for a stationary
use on desktop computers. As the user sat in front of the computer,
he could devote his attention and visual resources more or less un-
restrictedly to the interaction [21]. In the advent of mobile devices,
constraints and problems arose due to many limitations in matters of
interaction. Not only are the users in motion during use but there
are also constraints related to the device itself. These include small
screens, limited input and output capabilities and restrictions in com-
puting power [21, 30]. To deal with these cutbacks, new methods for
interaction are continually developed.

3.1 Methods of mobile interaction
The possible methods of mobile interaction depend on the device’s in-
put and output possibilities. Mobile devices were equipped with a key-
board and buttons for navigation for a long time until these possibili-
ties for input were replaced by touchable displays. Keyboards present
the advantage of tactile feedback that the touch input tries to compen-
sate with audio or visual cues [15]. Nevertheless, touch screens are
very common in currently available mobile devices. Usually, capaci-
tive screens are used which support multi-touch, though some devices
may only be capable of processing a limited number of simultaneous
touch points. This kind of interaction is also affected by the screen’s
size in matters of information presentation and by the interaction itself,
as the user covers parts of the display with his hand while interacting
and even more so due to the postures of hands and fingers that are
anatomically possible [30].

Apart from touch, different approaches of gesture interaction have
been and are still investigated. The most common variant of these eyes
and hand free methods are hand gestures which support a wide variety
of gestures like tapping, tilting and drawing. There have been several
approaches for screen-based gestures that require contact between the
fingertips and the touch screen, but the recent developments move to-
wards touchless gestures. Some of those do not even require the user
to hold some device for tracking in his hand but track the motion with
other sensors like cameras. These approaches require the user to have
his hands free and move them around the device. For this reason, the
use of other body parts for interaction is being explored, too. This
ranges from the detection of muscle flexing on the user’s upper arm
to wrist rotation and head tilting gestures. Last-mentioned approach
might use headphones with an integrated tracker and 3D audio radial
menus that seem to extend around the user’s head (see Fig. 1), through
which the user can navigate using inclinations of the head [21].

Fig. 1. Multiple sound sources present a radial menu around the listener
[21]

Very important to take into account is the respective method’s ac-
ceptability, more specifically the user’s comfort while employing ges-
tures in different contexts. The reluctance to use gestures in public
places is considerably higher than in private where the user is unob-
served and free of other people’s opinions [35].

The same constraints apply for speech recognition, which is an-
other widely supported method of interaction. It allows the user to
interact via spoken instructions, which is a natural procedure and pre-
vents complex keyboard inputs or point and click actions. Speech may
be a secondary task in many situations as, for example, while driving a
car. But especially during conversations, it can provide a high mental

load that is distracting. This also applies for short instructions when
the user has to think about the right command or when repeating the
command is required due to noisy surroundings. Speech recognition
systems should be used in multimodal systems, that allow other in-
put methods when one of the aforementioned problems arises or when
the user is in some public space where he feels uncomfortable to use
speech input as other people would perceive him to talk to himself
[29].

3.2 Characteristics of mobile interaction
Typically, users are in motion whilst interacting with their mobile de-
vices. As mentioned before, for reasons of safety, not all of their atten-
tion can be devoted to the interaction [21]. As also already mentioned,
the decision whether the interaction is the primary or secondary task
depends on the context and this in turn determines the duration of the
interaction. In the majority of cases, the interaction with the device
is brief and only takes seconds or minutes as the user pays most of
his attention to his environment [25]. If the user walks down a busy
street, frequent switches in attention are inevitable in order to manoeu-
vre safely, while interaction may last considerably longer in a quiet and
clear environment [26].

Safety in manoeuvring is also likely to require other interaction
techniques that are ’eyes-free’, for instance, or even ’hands-free’.
Since the user is walking or moving in another manner, these tech-
niques have to be robust enough to a compensate the imprecision of
the input. In addition, the user needs adequate feedback in order to
know about the progress of the interaction [21].

Furthermore, the context affects the methods of interaction a user
feels comfortable with. For instance, there is a high reluctance of
using speech input in crowded places as for example on means of
public transportation due to reasons of privacy and security [30]. It
is difficult, though, to determine in which context the mobile device
will be used. Due to the user being in motion, the specific conditions
are constantly changing. Inter alia, these changes may occur in noise
levels, lighting levels, and especially in effects on privacy [21].

As the users take their mobile devices with them, chances of loss or
theft are high. To prevent strangers from getting access to confidential
data stored on the device, it is necessary to protect the device. For
this reason, authentication systems are needed to identify authorized
persons. Since none of these approaches is perfect in every respect,
many schemes have been invented and investigated as far as security
and usability are concerned.

4 AUTHENTICATION METHODS

So far developed methods for authentication in general are divided into
three groups, as described below [7, 32].

• Token based authentication
These authentication techniques are widely used. The user is
required to confirm his identity by presenting some kind of token,
such as a key or a bank card. Due to the possibility of theft, token
based authentication systems are often extended by knowledge
based methods. Perhaps the most well-known example for such
a combination are all types of bank cards, which can only be used
in conjunction with secret knowledge such as a PIN in this case
or with signature, which is a biometric feature.

• Biometric based authentication
The most secure way of authentication is biometric identifica-
tion [32]. It is based on the individual’s unique body features,
such as fingerprint and iris patterns, and behavioural features
like keystrokes and gait. In contrast to the other authentication
methods, the identifier cannot be lost or forgotten and are gen-
erally difficult to imitate. However, these systems are in many
cases unreliable at present and pose difficulties relating depen-
dencies between false alarm rates and impostor pass rates [9].
Moreover, they often need additional sensors that have to be in-
tegrated into the device, which is still expensive. Furthermore,
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many people mention privacy concerns at the thought of having
the unique biometric features stored in databases, the security of
which might easily be compromised. This possibility is alarm-
ing, since biometric passwords cannot be changed in such cases,
just like they pose problems due to special circumstances as, for
example, injuries on the fingertips that may result in not identifi-
able fingerprints [5, 28, 34].

• Knowledge based authentication
For the mentioned unfavourable reasons regarding token based
and biometric based authentication, knowledge based schemes
are most frequently applied in practice. These methods include
text-based, gesture-based and picture-based passwords, which
ultimately means that you need secret knowledge to be identified
as authorised user. The first-mentioned scheme requires the user
to recall a character sequence. Passwords and PINs are the most
widely known examples for text-based authentication schemes.
When using gesture-based systems the user has to perform a
set of gestures that may include movements of the hand hold-
ing the device or drawing shapes on the back of the device [11].
Picture-based passwords present a wide variety of approaches,
which rely on visual memory. These schemes include the recog-
nition of predefined images or points in an image and drawing
shapes. Last-mentioned method is used by one of the best known
schemes, which is the pattern lock authentication on Android de-
vices and a variant of Draw-a-Secret [17]. For further classifica-
tion, these methods can be divided into recall based, cued-recall
based and recognition based techniques.

Although token based and biometric based authentication provide
the advantage of not requiring the user to remember a secret passing
code, accessibility as well as additional costs for hardware are the main
reasons for their rare application. In this paper, only knowledge based
authentication and its corresponding approaches are examined for rea-
sons of common use in mobile interaction so far. The three already
mentioned subcategories will be described below in more detail.

4.1 Recall based
The aforementioned subcategories of knowledge based authentication
describe different approaches to assist the user to remember the pass-
word. When employing recall based schemes users have to retrieve a
secret from memory that should be known only to them. The most
prominent examples are passwords and PINs, which are most fre-
quently used although there is a great number of shortcomings. These
shortcomings are mainly caused by the humans’ insufficient capabil-
ity of precisely remembering any sequence of random characters that
would form a secure password. Secure or strong passwords depend on
the password length and the available character set. The more char-
acters are allowed, the more secure the password will be due to the
increasing number of possible combinations [12, 19]. Therefore, by
extending a character set to contain numerical and alphabetical char-
acters, passwords using such a set can be considered more secure than
a password that can only encompass alphabetical characters. As men-
tioned before, users tend to define passwords that are easy to memo-
rize, but that are less secure accordingly [7, 32]. Seemingly random
combinations of characters as in system generated passwords are much
more secure, but to the same degree less memorable [28]. Often, users
write those passwords down as a result and reduce their security by do-
ing so [5]. This behaviour is encouraged by the suggestion to change
the password frequently [1, 12] which only few really do properly (see
Fig. 2) [7]. Another approach next to writing the passwords down is
using the same password on different applications, which also reduces
the security [12].

A variation of passwords that in most cases is more secure are
passphrases [19]. These phrases are comprised of a sequence of words
and therefore considerably longer than passwords. Also, despite their
length, (user chosen) phrases are equally easy to memorize as (user
chosen) passwords. The major drawback here is an increased error
rate in typography, which results in more login failures and thus nega-
tively affects the user’s attitude towards authentication [19].

Fig. 2. Respondents changing their PIN code [7]

Other methods of authentication have been invented in an attempt
to improve security and usability. They take advantage of other types
of memory, such as visual and motor memory. A password could, for
example, be comprised from multiple gestures and through repetition
the user gets used to the motion and needs not to think about it any
more. Schemes learned this way can even be accessed after months of
non-use [31]. One possibility of gestures is the movement of the hand
holding the mobile device, which can process the gesture by collecting
data via an accelerometer [6]. Other sensors that can be utilized for
gestures are tilt, pressure, conductivity and capacitance [18]. Another
possibility is Back-of-Device Shapes (BoDS) presented by De Luca
et al. [11]. This scheme requires the user to draw three shapes on
a touch screen on the device’s back in order to authenticate. These
shapes consist of up to three horizontal and vertical strokes that can be
drawn anywhere on the screen as well as in any size.

Relying on the visual memory, graphical passwords present another
field of research. It was figured out that many people support their
memory for PINs by producing a shape out of the corresponding dig-
its on the number pad. Therefore, one approach to take advantage of
the better memorization and recognition of pictures and shapes con-
trary to text [17, 32] was to omit the numbers and just draw the shape
(PassShape), which is supported by the motor memory as well [34].
This approach is classified as a drawmetric method, which generally
include all systems where authentication is implemented by drawing
a figure. Likewise included in this category is the well-known pat-
tern lock authentication system on Android devices, which is a variant
of Draw-a-Secret (DAS) [17]. The difference is that ”secrets” using
Draw-a-Secret can consist of several lines and the system therefore
has to record the order of the strokes (see Fig. 3). In the case of the
simplified pattern lock authentication however, the line has to be con-
tinuous. Both of these schemes are based on a grid on which the user
has to draw the representation of their password. The large password
space theoretically provides a higher security than is the case with tra-
ditional passwords. But again, this approach shows problems. Specif-
ically, there are drawbacks due to the algorithm that may not be able
to determine correctly which cell the user intended to hit, especially
with diagonal strokes [34]. Furthermore, Thorpe et al. claim that the
password space is not taken advantage of, since users have a tendency
of choosing a pattern that is symmetric and centred in the grid [24].

Fig. 3. Draw-a-Secret input [17]
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4.2 Cued-recall based

Further methods classified as locimetric systems [34] require the user
to select target points in an image or sequence of images. Seeing the
pictures helps the user to recognize his password and therefore, the
scheme benefits from the user’s great ability for imprecise recall con-
trasting the higher mental load for remembering the exact sequence of
characters or digits. These graphical passwords include G. E. Blon-
der’s scheme in which the user has to locate several points in one pre-
sented image (see Fig. 4) [3]. The associated password is defined by
the regions that are tapped and the order in which they are selected
[3]. These locimetric systems benefit from good memorability, but
apart from that show limitations in security as well as in usability.
First of all, the security is strongly influenced by the used image. It
has to contain enough memorable areas so that the user can choose
several thereof. Another problem is similar to the already mentioned
drawback of Draw-a-Secret: Due to the small screens the risk of not
tapping exactly the right point is very high. Therefore, in a very sim-
ilar variation of Blonder’s scheme called VisKey, the input tolerance
can be set by the user. It has to be high enough to compensate the im-
precision to assist usability, but with increasing tolerance, security is
decreased [14]. Moreover, Renaud et al. [28] presented a study which
shows that users tend to choose the same regions in an image or cannot
remember the right areas, if they are not memorable.

Fig. 4. G. E. Blonder’s scheme with regions to locate [3]

Passlogix v-Go provided by Passlogix Inc.[16] allows the user to
navigate through a picture and assemble their password by a sequence
of actions. The background images are chosen by the user on setup
and show rooms like a kitchen, bathroom etc. The password com-
prises clicking or dragging items in that image. The kitchen environ-
ment provides the possibility of preparing a meal by taking food out
of the fridge and put it in the oven, selecting ingredients or choosing
from fruit and vegetables and wash it in the basin or setting a timer
on the clock. Other environments like the cocktail lounge provide the
possibility of mixing a cocktail etc. This scheme is fun to use and
the sequences of action are easy to remember. Nevertheless, it too has
major drawbacks. Since there is only a limited number of places that
users can take the food to, the password space is small and therefore
the password is easy to guess [14].

These methods cannot be classified clearly into recall based authen-
tication methods. Though they rely on the user remembering secret
knowledge, the image presents cues to the user that help memorize
this knowledge. This category is called cued-recall based and can be
seen as a combination of recall based and recognition based schemes
[32].

4.3 Recognition based

As the term ’recognition based’ indicates, users have to recognize a
sequence that in most cases consists of images or shapes. These so
called cognometric systems require the user to create a portfolio of
several sample images as is demonstrated by Déjà Vu designed by
Dhamija et al. [12]. Due to the predictability of the password when
using photographs, the used images are created randomly and show
abstract patterns. Some of those selected images in the portfolio are
presented on the log-on screen amongst other random decoy images
and the users have to identify ’their’ images in order to successfully
log in [12]. Due to the extensive capability of people to remember pic-
tures, this approach shows good memorability. This method’s problem
is posed by the number of pictures that would be necessary to pick dur-
ing authentication in order to achieve the same security as traditional
passwords. This in turn stretches the time needed for authentication,
which is as inconvenient to the user as the time-consuming password
creation process [34].

One variation of this approach is the PassFaces system [8]. The en-
rolment process requires the user to choose first from a male or female
set of human faces and then to pick four of the presented faces. In
order to authenticate, the user again has to pick one image amongst
random decoy images as is the case for Déjà Vu (see Fig. 5). The
usage of photos showing human faces has been introduced due to the
assumption that people can recall human faces easier than other im-
ages [14]. This process is repeated four times until all passfaces have
been correctly selected. Davis et al. verified that this authentication
method can easily be broken by simply guessing the right pictures.
This is possible due to the tendency of people choosing the faces de-
pending on the same reasons: gender, attractiveness and race. Thus,
Davis et al. advise not to use this or similar systems except the col-
lection of images that forms the password is system generated [10].

Fig. 5. One example for presented passfaces to select from [10]
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5 SECURITY VS. USABILITY

Authentication systems have been invented for making sure that only
the authorised user can unlock access to his private and confidential
data. Security is therefore one major feature that is striven for. The
other major characteristic is usability, for the user’s willingness to use
the authentication method is crucial. It is a great challenge to develop
a scheme that is secure and at the same time benefits from a good us-
ability. All of the authentication mechanisms mentioned above exhibit
advantages either in terms of security or usability, which means that
they often influence each other. Methods that show a strong perfor-
mance regarding security will posses disadvantages in their usability
and vice versa. This dependency has already been demonstrated by
the example of strong passwords that imply a higher security level, but
which are hard to memorize and remember.

5.1 Security

Many aspects have to be taken into account when it comes to develop-
ing and designing authentication methods, such as the administration
of stored passwords and their resistance against any attacks [4]. For
the assessment of authentication methods relating their suitability for
the mobile context and therefore the rating under the aspects of sec-
ondary tasks, only the security aspects that are related to interaction or
are specific for mobile devices will be investigated in this paper.

The password space has to be as large as possible. Its theoretical
size reflects the total number of possibilities for different passwords
[30]. It is defined by the length of the password as well as the amount
of available characters, whereby the character set for graphical pass-
words depends on the visual elements. However, the theoretical pass-
word space does not reflect the practical password space. Due to pre-
dictabilities as mentioned in the description of some graphical pass-
words, such as PassFaces, the practical password space is influenced
by the scheme’s statistical distribution of passwords.

When it comes to security, it is also very important to consider how
the systems could be broken or tricked. There are several approaches
that have to be contemplated [14, 32]

• Brute force search
Brute force search algorithms try every possibility of character
combinations until they find the right password [19]. A suffi-
ciently large password space is the best protection against brute
force search, because it results in very long computation times. If
all printable characters (excluding space) are allowed, the pass-
word space for text-based passwords is 94n (n being the pass-
word length). A password length of 6 characters results in nearly
700 billion possibilities. That is why this approach is mostly
used for breaking only short passwords.

The password space for graphical passwords varies, but they gen-
erally are more difficult to break by brute force, since accurate
mouse position is necessary [32]. Nevertheless, the Draw-a-
Secret system was proven to be capable of fending off brute force
attacks due to the large password space [14].

• Dictionary attacks
As brute force search attacks need too much time for breaking
long passwords, dictionary attacks can be employed. Usually,
some properties of the password are already known from statis-
tics and based on these properties, the password can be broken by
trying a precomputed list of likely terms. Especially weak pass-
words as ’password’ are easy to break by this approach. Certain
variations of dictionary attacks can also be implemented to find
slightly more difficult passwords that incorporate numeric values
at the end.

However, this method is less suitable for most graphical pass-
words. There are some recall based systems that can be broken
by dictionary attacks [17], but an automated attack would have
to be more complex [32].

• Guessing
Due to many users choosing weak passwords that are based on
their respective names, for instance, the knowledge of the dis-
tribution of passwords makes it easier for attackers to guess the
password. The aforementioned predictability concerning graph-
ical passwords is an indicator for the ease of guessing the right
shapes or sequences of action [30, 32]. This tendency, however,
is only applicable on user chosen passwords that are easy to re-
member.

• Spyware
Textual passwords are vulnerable when it comes to keyloggers
or similar spyware, while most graphical passwords are more
secure in this respect. The pointer motion as well as the informa-
tion about window position, size and timing have to be correlated
and captured in order to break a graphical password by this ap-
proach [32].

• Shoulder surfing
Especially in case of graphical passwords, shoulder surfing is a
common problem [28, 30, 32]. Any onlooker in proximity of the
user possibly could watch the authentication process and memo-
rize the necessary steps. Though this affects text based schemes
as well, the human’s extensive ability to remember images or
shapes is the downfall in the case of many graphical schemes.
However, shoulder surfing can be prevented or at least made dif-
ficult as, for example, in case of Déjà Vu or Passfaces, for ex-
ample, since these schemes are based on random arrangement of
decoy pictures and the picture being part of the authentication
sequence.

• Smudge attacks
Due to interaction by touch, oily residues remain on the modern
mobile device’s screen. These residues are commonly known as
smudges and provide another vulnerability that attackers can ex-
ploit. Latent residues on the screen reveal recently touched areas
and therefore contain information about the user’s authentica-
tion procedure. These residues remain on the screen, if the user
has not consciously and intentionally tried to wipe the screen
clean, and can be retrieved by means of a camera and a computer
equipped with a photo editing software. Particularly vulnerable
are authentication methods that require a shape to be drawn, such
as Draw-a-Secret [2].

• Social engineering
Text based passwords are easily given away to another user. This
applies in particular for weak passwords that consist of words or
names. It is harder, though, to give away some graphical pass-
words, because they are not easily described [32].

Overall, the existing systems do not meet all security requirements.
Considering Draw-a-Secret, for instance, with regard to only the re-
quirements aforementioned, it is obvious that it resists brute force at-
tacks as well as spyware and social engineering, but still is vulner-
able to dictionary attacks, guessing and shoulder surfing [14]. One
approach to avoid these issues is the combination of two or more au-
thentication systems, which in turn takes more time and reduces the
efficiency and therefore the usability.

5.2 Usability
Determining which authentication mechanism to implement is mainly
affected by weighing up the security it provides against its usability. If
an authentication scheme is secure but not deemed usable by the users,
only few people will adopt or maintain it.

• Memorability
For the reasons mentioned above, an important subitem of usabil-
ity is the memorability of the password. Considering graphical
passwords, the main advantage is the human’s better memorabil-
ity of pictures compared to random text strings, even over long
intervals [5] and the ease of learning strong passwords [10, 30].
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• Efficiency
A major drawback of graphical passwords is the time consuming
registration and afterwards authentication [30, 32]. The entry
time should be as low as possible without endangering security
[30, 34]. In this matter of efficiency, text passwords are more
convenient than graphical password schemes [30, 32]. Addition-
ally, the network transfer delay may lead to inconveniences dur-
ing usage. This is particularly critical when using recognition
based mechanisms, since these systems require a large number
of pictures to be displayed for each round of verification [32].

• Effectiveness
Likewise essential for usability is the effectiveness that basically
represents the success rate of the authentication process. Due to
the user’s interaction context, he may encounter many distrac-
tions in the environment and is therefore likely to make mistakes
while authenticating. Users should be able to log in without error
and if an error was made then the user should have the possibility
of recovering from it. This may include the option to correct one
of the entered characters or to change one of the previous made
selections as well as a reset button and meaningful feedback that
helps the user to correct his mistake [33]. In this context, the
user input recognition’s reliability and accuracy play an impor-
tant role. The tolerances for errors have to be set carefully in
order to prevent too many false positives and vulnerabilities due
to overly high tolerances and at the same time too many false
negatives caused by overly low tolerances [32]. In this regard,
other aspects such as the screen size have to be considered as
well [30].

6 DISCUSSION

Even though it is a difficult task to consider both security and usability
equally during developing a new authentication scheme, the reflection
of secondary tasks and characteristics of mobile interaction raises
the assumption that the suitability as a secondary task may be a
third major topic that should not be neglected. In order to verify
this presumption, the aforementioned authentication mechanisms
are assessed on seven features chosen from the characteristics of
secondary tasks and mobile interaction. These features are listed
in table 1 in correlation to the described authentication methods for
reasons of clarity. The intention was to find patterns of connections
that might help in the development of new authentication systems.
The workload is of particular interest since it should be as low as
possible to make the authentication process a secondary task. This
evaluation is based on the respective strongest password combinations
as well as on personal assessments in case that no indication about
this specific feature was found. Additionally, a possibly distracting
environment is assumed since the user typically is in motion while
interacting with a mobile device.

As interaction tasks compete for the same limited resources as
mobility tasks, it is obvious that the workload of interaction should
be as low as possible to have enough resources left for manoeuvring
safely. This is the most important feature that should be taken into
account while developing new authentication schemes which can
be classified as secondary tasks. For better understanding where
problems may be caused, the workload is divided into visual and
mental workload. While mental workload is generated mainly by
remembering the password and entering it correctly, visual workload
is generated by remembering pictures or shapes and entering them
correctly.

Due to the abilities of humans to remember movements without
really thinking about them, motor memory was assumed to result in
low workload. The good visual memory of humans was expected to
affect the workload level in the same manner, but for neither memory
types patterns could be recognized in table 1. This may change
when observing participants in a study after a few weeks since motor

memory only works after frequent repetitions and this may reduce the
needed mental workload. Table 1 only shows which mechanisms have
a chance of taking advantage of the motor memory. Visual memory
indicates which authentication schemes require the user to memorize
an image or shape. It is to be noted that the decisions for the values
depicted in table 1 were not always clear without ambiguity. One
example for this is the entry for visual memory of PINs because
some users tend to memorize their PIN by the shape the numbers form.

Another feature considered in the table is input tolerance. As the
user usually is in motion in mobile interaction, inputs are likely to be
imprecise. If the authentication process requires the user to touch a
particular area on the screen as is the case with most of the discussed
schemes, attention is needed and chances of a failure of authentication
are high. As mentioned before, such errors cause stress which leads to
an increase in workload. This may result in other tasks being delayed
or neglected. Therefore, the input tolerance should be considered
when developing new approaches. Since studies are mostly carried
out in labs, users pay all their attention on the correct input. Therefore,
to test if the input tolerance is sufficiently high enough to compensate
slight imprecision due to walking, studies in the field are necessary.

Interactions in mobile context are brief to keep them from distract-
ing the user’s attention on his primary task. If authentication is to be
classified as a secondary task, it has to be short just the same. The
duration of authentication depends heavily on the complexity of the
password and the process of authentication. Therefore, developers
should take into account both factors and keep the duration as short
as possible. The presented mechanisms show surprisingly high
interaction durations. Finally, it is suspected that systems that need
absolute input might affect the workload as well. Absolute input
implicates that the user has to touch specific points on the display,
while relative input means that the input can be entered anywhere
on the screen as well as in any size (as is the case with BoDS). The
presumption that there may be an effect on the workload due to the
input position on the screen cannot clearly be verified by the presented
authentication systems since only one system used relative input.
The only connection that could be made is that relative positioning
results in high input tolerance. Likewise, the possibility of handling
the device with only one hand with regard to authentication as a
secondary task was originally presumed necessary to be considered.
However, this feature is unsuitable as a criterion for the developing
stage of a system and therefore was deleted from table 1. First of
all, one-handed authentication can only properly be performed if
the mobile device is a normal sized smartphone and not a phablet
or even a tablet. Even more important is the uncertainty what users
will do more frequently because the choice of using only one hand
or both for authentication strongly depends on the user’s experience
and familiarity with the device as well as on the context. Also, this
criterion cannot be sufficiently tested in lab but should be brought
into the field. If the interaction is one-handed then the input tolerance
again should be considered and adjusted accordingly.

As already mentioned, visual attention should be required as lit-
tle as necessary since it is needed to recognize obstacles in the user’s
environment and avoid them. Hence, eyes-free and little time consum-
ing authentication schemes would be particularly convenient. Most
important for authentication to be performed as a secondary task and
in mobile context is a low workload in general. Mental resources are
needed to pay attention to the environment and to keep up the pri-
mary task. Unfortunately, the discussed authentication mechanisms
either are low in mental workload but high in visual workload or vice
versa. The third possibility are equally medium mental and visual
workloads. No matter how the measures are distributed, it results in
an overall high workload that prevents authentication to pass as a sec-
ondary task. Thus, the conclusion can be drawn that the level of the
workload should be considered next to security and usability in order
to develop new authentication mechanisms that can be categorized as
a secondary task. But in the same way that there is a trade-off between
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Workload Memory
Mechanism mental visual total motor visual input tolerance duration of

interaction
relative/absolute

PIN high low high X - none short absolute
Passwords high low high X - none short absolute
Passphrase [19] high low high - - none medium absolute
PassShapes [34] medium medium high X X medium medium absolute
Draw-a-Secret [17] medium medium high X X medium medium absolute
Android Pattern medium medium high X X medium medium absolute
Back-of-Device [11] high low high X X high long relative
Blonder [3] medium medium high - X low medium absolute
VisKey [14] medium medium high - X set by user medium absolute
Passlogix v-Go [14] medium medium high - - n/a long absolute
Déjà Vu [12] low high high - X none long absolute
PassFaces [8] low high high - X none long absolute

Table 1. Overview of the authentication methods and their respective ratings concerning the characteristics of secondary tasks and mobile interac-
tion (X= yes; - = no)

security and usability the workload depends on and influences several
other aspects such as the input tolerance - which in turn negatively
influences the security if it is set too high (refer to paragraph 5.2, Ef-
fectiveness). In spite of the fact that table 1 shows little correlation of
the tested aspects, it supports the definition of the required features an
authentication system should have if it is to be executed as a secondary
task. These requirements are:

• low workload

• low demand for memory

• sufficiently high input tolerance (that is not significantly jeopar-
dising the security)

• low duration of interaction

7 CONCLUSION

The most commonly used authentication mechanisms nowadays are
knowledge based due to acceptability, low cost and convenience.
However, these methods cannot be performed as a secondary task be-
cause of the high workload that is triggered by the user recalling and
entering secret knowledge. Since this kind of authentication interrupts
primary tasks, it would be a great improvement in matters of inter-
action to find another authentication system that meets all necessary
conditions. Therefore, investigations concerning token based and bio-
metric based authentication should be carried out to find out if they are
better suited as secondary tasks. Their great advantage is a low load
on memory, since they do not require the user to memorize a password
[6]. Low workload is expected as well because biometric authentica-
tion methods only require the user to present the biometric feature to
the right sensor. Also, it should be assessed whether a combination of
both systems can overcome drawbacks in security and still cause only
low cognitive workload.
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Multi-user Multi-tasking on Large Displays!

Sebastian Rehm

Abstract— For a long time science-fiction being set in the near future presented us with a distinct vision of the workspace of the
future. Whether there are scientists or policemen at work, they all use large screens to display and work with relevant data. Often
multiple people work simultaneously on the same display. When looking at our current item, large displays are also getting increasingly
common.
This paper examines these displays in the context of multi-user and multitasking interaction. It gives an overview over large displays,
their benefits and use cases. Private as well as public multi-user applications involving large displays are presented and their common
traits are shown. These traits entail interaction challenges which warrant new design approaches. There are also advantages large
displays have concerning multitasking. These lead to applications where multi-user scenarios are combined with multitasking capable
devices.

Index Terms—Multitasking, large displays, multi-user interfaces, user interface design

1 INTRODUCTION

Display and processing technology have advanced a lot in recent years.
In 2003 a 21 inch CRT display was still only a dream of everyone
who worked with a computer. Now, the size of a display depends
more on the type of work and personal preference than mere budgetary
concerns. With displays getting cheaper, very large displays become
more and more feasible and affordable.

In addition to new display technologies, large displays especially
need performance. They need a lot higher resolutions to produce a
visually pleasant image and often large displays are constructed out
of several smaller ones. Advances in parallel computing and new ap-
proaches for controlling several displays at once [31] allow the con-
struction of displays, which are up to two stories high. One example
is the Cube facility at Queensland University of Technology [23] (see
figure 1). At the same time, new input methods, like multi-touch, have
been developed and made popular among the general population. In-
teraction with standard size displays has matured and mostly settled
on common interaction paradigms. Although there has been research
into the use of large displays for a long time [9], interaction is still an
uncharted territory [17]. After removing technological challenges, the
possibilities of interaction with large displays can be explored.

In order to understand the value and possibilities of large displays
the current status has to be examined. Large displays can accommo-
date multiple users at once. This is one of their obvious benefits. How-
ever, traditional applications as well as input methods have been de-
veloped with the idea of a single user in mind [17]. While there is the
technological challenge of handling multiple input streams [22], there
is especially the interaction challenge. In addition to multiple users in
front of a single display, a single person could also do different things
at once with the display. The ability to multitask on a device is very
important for many common workflows of computer users [10]. As
a consequence, the combination of multiple users with the ability to
multitask on the device is a prospect that could make large displays an
everyday occurrence in future workplaces.

Hence, this paper tries to explore the possibilities in this realm by
giving an overview of current and earlier developments in multiuser
and multitasking specific cases of applications. It starts with inves-
tigating the differences between categories of large displays. Subse-
quently, common use cases of large displays are enumerated. This
leads into the examination of multiple user specific scenarios and ap-
plications of large displays. Finally, current as well as future devel-
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opments involving both, multiuser and multitasking, are further ex-
plained.

Fig. 1. The biggest display at the Cube [24]

2 CATEGORIZATION OF A LARGE DISPLAY

The term ”large display” is not very precise in itself and can there-
fore be used to describe a wide variety of devices. Different properties
of large displays lead to major differences in the way people interact
with them [26]. As a result, the following sections try to categorize the
different types of large displays. First and foremost, there are physi-
cal differences such as size. The physical appearance of a display is
closely connected to its technological background. In this case, the
social setting of the device, which can be derived from its site of in-
stallation, is also interesting.

2.1 Physical and technological differences
Large displays have two main physical characteristics, size and orien-
tation. The sizes of what is considered a large display ranges from a
42 inch screen [8] to a two story tall display [24]. This can result in
different interaction patterns. Even the smaller sized ones can accom-
modate more than a single person at once, but bigger sizes can support
even more people interacting simultaneously [21]. The additional size
can also be used to provide more space for movement to the user, even
when multiple people are in front of the display. Simultaneously, the
size of the display determines how much of the display each user can
view without moving [17].

There are two viable possibilities for the orientation of a large dis-
play. It can be either vertical or horizontal. Vertical displays have the
same orientation as common monitors. They are often mounted to a
wall because of their size. In some cases the vertical screen even be-
comes a wall if it is big enough [23]. Hence, these types of screens are
called display walls [2]. Whiteboards are often considered the non-
technological counter-part to such displays [26]. The horizontal ver-
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sions of large displays are called tabletops [22]. Their physical appear-
ance is similar to a normal table. Users gather around them in order to
interact with the interactive surface on the table [26]. As a result the
variation in size is much smaller than with horizontal displays.

Size and orientation of a screen often have influence on the tech-
nology which fuels the display. Some large screens use consumer
technology like LCD [9] and only consist of a single display device.
However, there are no single screens which are big enough for the re-
quirements of display walls or larger tabletops [23, 22]. In general,
there are two different possibilities in these cases: self-illuminating
displays or projectors. Some projects use multiple standard screens at
once [17]. Other projects use an array of projectors to create a coher-
ent image [2]. In some cases both possibilities are combined. All of
these solutions create the need for a custom back-end which delivers
the content to the displays [24].

Apart from the display technology, the types of input and their im-
plementation are another discriminating factor for categorizing large
displays. When using a standard screen, touch is often the primary
mode of interaction [17, 23, 25]. The distinct technical execution then
decides how many inputs can be processed at once. This also limits
the amount of concurrent users of a device. Another popular type of
interaction are gestures which are tracked by additional cameras [2].
In some instances common devices like a mouse [17] are used in con-
junction with a large display, thereby limiting the amount of users to
available input devices. Research also went into using external devices
like phones or laptops as source of interaction [37, 15]. Additional
sensors, like RFID sensors or cameras can provide secondary interac-
tion to the device. These can for example be used to identify users
[28, 23, 34].

2.2 Social settings
Displays are already used in a variety of places. They are used at
work or at home for leisure activities but also in public for promoting
products or displaying information to bystanders. Three main settings
can be identified. Firstly, there are public displays which are available
to anyone. Then, there are semi-public displays [20]. These can be
located at conferences or other events for example, where they are
generally open to anyone in their vicinity but access to the location
itself is restricted. Finally, there are private displays which are only
available to very few or only a single person in a work setting for
example. These different settings lead to varied requirements for the
devices [35].

Large displays in public settings are trying to engage people who
are walking by or lingering at its site of installation. Therefore, they
need to provide an easy to understand interface so that people can
walk up and start interacting with the display without outside help
[21, 15, 12]. The applications are optimized for short interaction pe-
riods. They need to attract attention in surroundings where already
a lot of visual information is present [21, 35]. Hence, these displays
often feature visualizations or pictures which are somehow linked to
the surroundings of the display. An example are public pictures of the
city [21]. In some cases these visualizations are connected to defining
events in the past like the Flood Wall at Queensland University [24].

Semi-public displays are often used for displaying important infor-
mation and making it accessible for interaction. Examples are displays
for scheduling information at conferences [19]. The number of po-
tential users of such a device is limited through the restricted access.
Hence, these displays can incorporate techniques to identify the user
and offer more personal information [19, 35]. Their content is also
more specific and can therefore provide more benefit to a potential
user.

Completely private displays are only available, usable or beneficial
for a small number of users. They can be deployed in work environ-
ments to enhance the workflow for a specific task or project. Projects
like Liveboard or CubIT(see figure 2) are offering enhanced tools for
presentations [23, 9]. Other ventures, like WeSpace offer enhanced
possibilities to view and share important visual data [37]. Creating
and viewing schedules or an enhanced whiteboard are more general
applications in such an environment [11]. The technological advances

also make large displays increasingly common in an average home,
where they are used for entertainment purposes [39].

Fig. 2. CubIT application at the cube [23]

3 PURPOSE OF A LARGE DISPLAY

Similar to the differences in physical and technological properties,
large displays can have several different purposes. In theory, a large
display can be used for anything a normal computer can be used for.
Modern hardware and operating systems are offering multiple moni-
tor support, which enables the use of displays created from multiple
single screens without having to operate a cluster of computers. How-
ever, in the current state, scientific or even consumer prototypes mostly
concentrate on a very limited number of use cases. At the same time
the traits of large displays lead to some distinct benefits over smaller
displays.

3.1 Use Cases
On the one hand, there are devices which are mostly concerned with
visualizing content. This content can then be made available for fur-
ther exploration by the user. On the other hand, there are devices which
focus on supporting or enabling collaboration among co-workers or
even random people [21]. Most large display projects concentrate on
one of these aspects while some, for example WeSpace [37], combine
both.

Large displays are increasingly used for visualizing data or images
and putting them into a context [31]. At the same time these de-
vices allow users to directly interact with the provided visual informa-
tion. Many public displays fit this use case. In Helsinki, the CityWall
project [21] shows many pictures at once. At the same time, it displays
a timeline of the pictures. Similar to this, the Community Science
Wall, one of the application in the Cube at Queensland University of
Technology [24], shows a map of the city enhanced with pictures and
stories from a big flood in 2011. In both these examples interaction is
used in two ways. Firstly, additional details can be displayed ad-hoc
for providing a deeper understanding. Secondly, touch gestures like
pinch-to-zoom can provide more overview, thereby giving a broader
sense of the displayed information. Private large displays can be used
in this sense as well, either to display large amounts of visual data or
for semi-public work related information like calendars [1].

Besides visualization and exploration, collaboration is another per-
vasive use case of large displays. Their size can allow multiple users to
see or even work with the content of the device at the same time. Col-
laboration starts with two people but there are prototypes that accom-
modate up to 12 people at once [17]. This use case is more common in
work-related and therefore private or semi-public scenarios. Nonethe-
less, there are also experiments in using large display environments
to promote spontaneous collaboration in public spaces [12, 3]. Addi-
tional considerations need to be made depending on the distinct sce-
nario. One example is the use of other available devices, like laptops
or portable phones in conjunction with the display [12, 28].
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Collaboration on large displays is often associated with tabletops,
because they promote face-to-face interaction. Unlike horizontal dis-
plays, vertical ones facilitate side by side interaction and are therefore
sometimes considered less suitable for longer collaborative sessions
[28, 26]. The automatic division of space among the discussion par-
ticipants is cited in favor of tabletop displays. However, other projects
using vertical displays for collaborative tasks have shown that space
partition can also happen ad-hoc. Furthermore, vertical displays pro-
mote more physical and direct interaction with screen content [14].
Other than being the center of collaboration, a large display can also
be a secondary tool to enhance the communication between the collab-
orating entities. Especially the use as a replacement for a whiteboard
is popular and has a long tradition [9, 11].

In some cases the aforementioned use cases can also be combined.
Multi-surface environments where multiple large screens are available
in one room are suited for this. In examples such as the WeSpace [37],
vertical displays are used for visualizing content while horizontal dis-
plays provide additional input and collaboration facilities. The design
and placement of the screen itself can lead automatically to a different
perception of the use case. If the display is mounted on a desk, it is
automatically considered more of a private space than if it is mounted
on a wall [10].

3.2 Benefits and problems compared to smaller screens
The bigger the size of a display, the more expensive it gets. In addition
to this, bigger screens generally display more pixels at once and there-
fore need more processing power, which is also expensive. Hence,
from an economical point of view, a large display needs to provide
quantifiable advantages over a smaller one to justify its bigger cost.
Fortunately, large displays can provide multiple benefits if they are
used in appropriate contexts [33, 8, 6, 25].

One of these benefits is a better understanding of spatial data. In
general, when using a large display, users tend to utilize egocentric
strategies to solve their current task [33]. This means that the user
takes a first person view. The added immersion provided by the bigger
size of the display can lead to faster processing of real world tasks.
Studies show that large displays cause up to 10 to 26 percent increases
in performance concerning spatial tasks [33]. These changes are only
dependent on the size of the display [33]. As a consequence, just ex-
changing a small display with a large one can lead to significant im-
provement without any additional engineering effort.

Most computer operating systems offer the ability to create and con-
trol multiple application windows at once. For many tasks, like writing
a research paper, the possibility to switch between windows or view
many of them at once has become critical. The screen estate of large
displays creates multiple benefits concerning these tasks. The avail-
able space reduces the need to overlap windows. Hence, increases the
productivity of people working on complex tasks which need multiple
windows [6, 8]. At the same time, users show higher satisfaction when
working on a larger display [8].

Bigger size also offers benefits when focusing on a single window.
Large visualizations, datasets or pictures are easier to grasp on a big-
ger screen. The need to navigate in order to view the whole data is
reduced or even removed [6]. Furthermore, users are more aware of
applications which are not in the main focus and therefore moved into
the periphery of the display. On a smaller screen, these applications,
for example an e-mail client, can not be visible at the same time as the
main window [6]. Finally, additional screen space promotes the move
of physical artifacts like notes into the virtual reality. This becomes
possible because on large displays the sometimes bothersome virtual
navigation through a file-system can be replaced with a physical mo-
tion of the head [1].

However, large displays also have problems apart from the higher
prize. The size makes it harder to access and interact with informa-
tion in the outer regions of the display. This can happen regardless
of the input device [25]. With indirect interaction, like mouse input,
the cursor can be harder to find than on smaller displays. Although
more windows can be visible at once it can also get harder to manage
windows on large displays, especially if they are created at unexpected

places [25]. Still, many of these problems come down to shortcomings
in the software [33, 8, 6, 25].

4 MULTIPLE USERS

Large displays are inherently more suited to multi-user interaction than
smaller ones based on the fact that more users can see and interact with
the screen at the same time. There can be different scenarios which
lead to multiple users interacting with a large display. In the following,
popular scenarios are enumerated based on example applications. The
next section concentrates on the challenges added by multiple users.
These challenges lead to new interaction paradigms for large displays.

4.1 Multi-user scenarios

Different kinds of use cases, as depicted in section 3.1, combined with
the varying properties of large displays (see section 2) can generate
various scenarios when multiple users come into play. The same use
case can also lead to different multi-user scenarios. The CityWall [21]
and the Community Science Wall [24], for example, are public dis-
plays which mainly try to visualize information. In both cases inter-
action is possible as a single user but the device is also capable of
handling multiple users. They have in common that the users of these
applications are equal. Everyone who steps up to the display can do
the same things. Their handling of multiple users and the resulting
scenarios, however, differ greatly.

The Community Science Wall splits up the display as soon as it de-
tects an additional person interacting. Each user then has control of
a smaller subset of screens. As a result, a new user does not directly
influence the experience of other people apart from making the avail-
able screen for each user smaller [24]. This can lead to a scenario
where all the users experience the device separately and with no in-
teraction between them. The CityWall, in contrast, does not change
its content or behavior based on the amount of users. Consequently,
the interaction of any user can impact the experience of any other per-
son who is interacting with the display. The number of inputs which
can be detected concurrently by the CityWall is technically limited
[21]. As a result, people need to coordinate their actions in order to
achieve a result. It can also happen that someone scales up one im-
age on the screen which then overlaps the picture someone else was
interacting with. Such problems can lead to diverging scenarios. One
is that people start taking turns when physical space becomes sparse.
Groups react by having one primary user while the rest stays in the
back and gives advice. Conflicting actions urge the different partici-
pants to start interacting with each other in order to find a way around
further conflicts. Sometimes this leads to spontaneous collaboration
among strangers but it can also drive away users [21].

The scenarios resulting from a private or work setting can be differ-
ent. Most examples are more goal oriented instead of being focused
on exploration [11, 37, 23]. Users are generally somehow acquainted
with each other and it is more common that there is already knowledge
about the capabilities and restrictions of the device. For years, large
displays in the form of projectors have been used to present content
to an audience. The CubIT application for the Cube display space in
Brisbane brings these capabilities to another level [23]. It enables user
to view and share content on large screens. Parts of these screens are
multi-touch enabled while other parts are strictly for viewing content.
This promotes a fluent transition from a sharing scenario to one where
a single person is presenting to an audience.

The MERBoard is a large display device which was deployed for
the NASA Mars Exploration Rover missions [11]. Its task was to
support the scientists and engineers of the teams during the missions.
Multiple MERboards were distributed to the teams and the idea was
for the MERBoards to become a primary medium of accomplishing
work tasks. Hence, it offered multiple applications, like a digital
whiteboard or a calendar planning tool. The scenario in this case, was
that of a hectic, stress-fueled work place where everyone tries to ac-
complish his or her tasks with a minimal overhead. As a consequence,
most teams only used their MERboard as supporting device during
planning meetings.

University of Munich (LMU), Media Informatics Advanced Seminar ‘Secondary Tasks’, 2013/2014

64



A completely different scenario surrounds the so-called WeSpace
[37]. The WeSpace is a multi-surface environment which uses two
large displays, a tabletop and a vertical screen, which was situated
in an astrophysicist laboratory. Researchers use the WeSpace to dis-
play, compare and discuss visual astronomy data. The users laptops
are the source of the data, while the tabletop serves as primary input
device and the vertical display shows the currently discussed images.
In contrast to the MERBoards the WeSpace became a primary part in
the collaboration workflow of the local scientists. Planned as well as
spontaneous meetings in the room with the WeSpace were the primary
scenario of its use.

Fig. 3. LunchTable with multiple users [20]

An example for similar technology in a completely different sce-
nario is the LunchTable [20](see figure 3). It is also comprised of a
tabletop and a vertical screen but situated in the lunch area of a uni-
versity lab. The design goal was to support spontaneous discussions
which are often part of lunch. It should replace the need to use mobile
devices in order to show images or similar. Compared to WeSpace or
MERBoard, this scenario is more informal and less goal oriented.

4.2 Design and interaction challenges
Compared to the general problems of large displays (see section 3.2)
more than one user interacting with a screen at once introduces further
challenges. Some of the aforementioned problems are also amplified
through multiple users. The problem with distal information access
[25] can, for example, intensify with multiple users, depending on the
input device [7]. If touch or another technology with direct interaction
is used, it can occur that other users are an obstacle to accessing the
desired content [21, 28, 4]. In general, this problem can occur in all the
multi-user scenarios. However, the possible solutions, differ greatly
based on the scenario and the technical and physical properties of the
respecting device.

In some scenarios it makes sense to allocate a personal space or
personal objects to a current user or user-group of the device. This
can be needed to give a user access to private data or separate the dis-
play space according to the amount of users [23]. Thus, user detection
and identification become important features of the concerning device.
Depending on the use case, these can be implemented in varying de-
grees. It starts with just the detection of multiple users as shown in
the aforementioned Community Science Wall [24]. More extensive
implementations can identify users via technologies like RFID. Ex-
amples like CubIT or the Schematics Touch Wall integrate a sensor in
the display while users carry some kind of identification with an em-
bedded RFID tag [23, 19]. In addition to identifying the user these
applications also place the virtual representation of personal artifacts
as close as possible to the place the user was detected [28]. Other ap-
proaches use special cameras like a Microsoft Kinect to carry out the
identification. These cameras can also be used to track the user’s po-
sition and move private artifacts on the display accordingly. Hence,
the availability and extent of user identification and tracking can have
a strong impact on the features a device can offer [23, 19, 28].

Visually segregating this private space and private artifacts from
the rest of the display and communicating this to other users can be
problematic [29]. On tabletops this problem coincides with the issue

of orientation. When multiple people are using a tabletop at the same
time, they probably have positions around the table and not solely on
one side of it. As a result, text on the display can not be read by every
user at the same time [28]. When a solution can be found to split up the
display into private areas for the different users these can be oriented
according to the position of the user [27]. However, this still leaves
question of how to orient the public content on the display [28].

Vertical displays do not have this orientation problem. Apart from
physical obstruction of the line of sight, even passers-by can theoret-
ically read or view the content which is presented on the screen. The
size of the display makes it harder to hide something from potential
onlookers. Moreover, Desney Tan proved that people are more likely
to spy on personal information if it is presented on a larger display
[32]. This is not only attributed to the size of the display but also to
social norms. A large display does not fit into what is deemed a private
space. Therefore, it is socially acceptable to take a look at its content.
Consequently, everyday tasks, like entering a password, can become
problematic.

4.3 Interaction paradigms
Our repertoire of interactions with computers is still very much shaped
by the traditional ”window, icon, menu, pointing device” (WIMP) in-
teraction techniques. Large screens need different and new interaction
paradigms in order to overcome the apparent problems [30]. Simi-
lar to old metaphors which have evolved in desktop computing, like
the trash bin, new metaphors can be created. Reality based interfaces
(RBI) are a category of interaction styles outside of the WIMP cat-
egory [13]. Their common characteristics is that they all draw from
the existing understanding of the real world by the user. The idea is
that this makes it easier for the user to go from the intention to do
something to actually doing it. In addition to this, a more physical
approach to interaction is often preferred by users and enhances their
performance with large displays [5].

An example for an RBI in use with large displays is the shadow
metaphor [29] (see figure 4). The primary aims of this interaction
technique are to provide a solution to the distal access problem while at
the same time providing an interaction which is understandable by the
user and possible watchers. Its main feature is that the shadow of a user
gets projected onto the display and acts as proxy for the interaction
with the content of the display. In a prototype the shadow is used
in conjunction with an input device [30]. Pointing at something and
using the device can be interpreted as clicking. By standing further
away from the screen, the shadow gets bigger and therefore has an
increased reach. Moreover, different parts of the body can be used as
storage for tools, which are enabled if a user points at them and uses
the input device. Finally, a shadow is a very personal manifestation
of oneself. Consequentially, the shadow is used as a container for the
private space on the display. By dragging items out of the shadow they
can be made publicly available.

Fig. 4. Two users interacting through their shadows [30]

The organizing principle behind separating the space on the display
is called territoriality. It can be used to separate the screen estate into
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different parts in order to complement or enhance the behavior outside
of the display [4]. This separation is often created ad-hoc based on
the number of current users [28, 30, 23, 24]. Most research regarding
territoriality has been focused on tabletops [27, 4]. One of the results
of this research is that actions need to be transparent. This means that
every user needs to be able to see and understand the actions of each
other user at the table. As a consequence, personal territories are intro-
duced as a different entity compared to private and public territories.
In this categorization, private territories are devices such as a laptop,
which have to be integrated into a collaboration workspace. Personal
territories are part of the display and show the actions a user is tak-
ing. Although they have different properties and need additional con-
sideration, large vertical displays generate similar behavior regarding
territoriality as tabletops [4].

5 MULTITASKING IN A MULTI-USER ENVIRONMENT

Without taking user identification into account, a large display can not
differentiate between two users doing two different tasks or one user
doing them. From this perspective, multi-user multi-tasking is just a
logical conclusion for a large display. In the following, the properties
of multitasking on large displays are examined closer. Afterwards,
current applications that feature multiple users multitasking are pre-
sented.

5.1 Multitasking on large displays

When multitasking is technically possible on a device, the next ques-
tion is what constitutes as multitasking from a user’s perspective. In
most cases human multitasking is described with one main task, like
driving a car or doing one’s homework, while at the same time doing
another, secondary task, like listening to the radio [36]. Akin to the
differences between multitasking in the real world or on a computer,
there are also differences in doing it on a small versus a larger screen.

There are two general ways multitasking and large displays can be
combined. The large display can either be a multitasking facilitator
in a multi-surface environment or be the center of multitasking if it
is the main device a person is using. In the first case a large display
can for example be combined with regular workstations. It can then
be used to show background activities or other peripheral information,
like sticky notes. This way it replaces analog devices like a white-
board. Large displays used in this way have been shown to increase
peripheral awareness of users [18].

Furthermore, a large display itself can also become the center and
means for multitasking. On a common modern operating system there
are two options how a user can handle multitasking. The first one is to
temporally switch between applications when multitasking. Modern
operating systems offer the possibility to open up different applica-
tions simultaneously which are then positioned on top of one another.
In order to choose between different tasks, the user can switch between
the applications. In the Microsoft Windows operating system, this can
be done by clicking the icon of an application in the task bar, which is
permanently positioned on a user defined edge of the screen.

Often these windows can also be resized and repositioned. This
makes it possible to use one part of the screen for the current main
task, while having another part of the display show the current state of
a conversation on an instant messaging client. In theory large displays
offer a great environment for this kind of multitasking because the in-
creased space can show even more windows of different applications
at once [6]. When the current workspace of an information worker is
moved from a one to two display environment to a large display envi-
ronment, increases in performance and user satisfaction can be shown
[10, 6]. However, the transfer of this accustomed way of multitasking
to large displays is accompanied by new problems. Windows can for
example pop up in unexpected parts of the display. At the same time,
the possibility to manage even more tasks at once also needs better task
management capabilities of the device in order to avoid burdening the
user too much [25].

5.2 Current applications
Applications and prototypes which enable multiple users to multitask
on a single screen already exist. In the end there are only two pre-
requisites for this. A user needs to be able to perform at least two
tasks at the same time on the device and the display needs to be able
to handle multiple users at once. Most of the prototypes introduced
in section 4 fulfill these technical requirements. However, the applica-
tions installed on the devices mostly focus on providing the means for
a single task to the user. Still, there are some examples of multitasking
on large displays to be found.

There are multiple examples for large display devices which enable
users to share some kind of content while at the same time offering up
another task, like working with the aforementioned content. This is the
case with CubIT were presentations can be edited but also shared with
other users that are currently working on the display [23]. In 2010, the
Schematics Touch Wall offered visitors of the Cannes Lions festival
the ability to view and interact with the festivals schedule [19]. Users
were automatically recognized by the display via a RFID chip built
into the visitor’s badge. Hence, the Touch Wall also made it possible
to send oneself important scheduling data or exchange contact infor-
mation with other concurrent users of the display. One could argue
that the possibilities these two example applications provide enable a
way of multitasking which can be very similar to the multitasking on a
desktop PC. The user is occupied with one main task, editing a presen-
tation or viewing the schedule, but at the same time she can monitor
if other people are joining him at the display. In the case someone in-
teresting approaches, the main task can be interrupted for a short time
in order to exchange data. This way virtual indicators like the avail-
ability list of instant messaging contacts are replaced by the real world
surroundings of the user. The exchange of data via entering an address
into an email form field is replaced by a physical action on the large
screen device.

Fig. 5. WinCuts window cutout examples [32]

Multi-surface environments like WeSpace [37] and LunchTable
[20] (see figure 3) can also support multi-user multitasking. In these
types of systems there are at least two large displays present. In both
cases a vertical wall display can be operated via a tabletop. The wall
display of LunchTable is segmented into a 3x3 grid. Each grid ele-
ment can hold one application window but multiple grid tiles can also
be combined to show a bigger window. The applications, like email,
Youtube or maps, are all invoked and controlled by the tabletop. Ev-
ery currently active application gets its own virtual input device in the
form of a keyboard and a trackpad on the tabletop. As a result, multiple
people can invoke different applications and all control them indepen-
dently from each other. One user, for example, can start up Youtube
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and email while another one opens up Wikipedia and Twitter. Both of
them are now able to perform their main task, like watching a video
and researching. When they are interrupted by a new email or Tweet
they can start to multitask.

WinCuts is a tool which enables multi-user multi-tasking on large
displays with a different approach [32]. It is not a whole application
system to drive a large display device but rather a small helper to make
use of a large display in conjunction with the laptop of each user. Ev-
ery user of WinCuts can create small interactive cutouts of his current
screen (see figure 5). These cutouts can show part of a window or the
full window and are new windows themselves. The content of a Win-
Cut always stays synchronized to its origin and can even be resized.
This close connection to its origin also enables the WinCut to handle
inputs as if it was the original window. The multi-user component of
WinCuts is that the cutouts can be shared on a large display. Therefore,
in a collaboration situation every user can share parts of his screen on
the large common screen. It becomes possible to multitask between
doing a task on one’s own device and interacting with or watching the
shared windows on the large screen.

6 CONCLUSION

The physical properties of large displays, compared to smaller ones,
make it possible and even natural to accommodate multiple people
at the same device at once. This paper has shown that there is al-
ready a multitude of different applications for multi-user interaction
with large displays. At the same time there is a lot of progress in the
field. Especially the technical feats behind installations like the Cube
[24] or the Beast [28] are impressive. However, most of these proto-
types concentrate on very distinct use cases, scenarios and tasks. They
are tailor-made for their single purpose. In a public scenario this is
not necessarily a drawback. If anything, it probably makes the device
easier to understand and therefore more appealing to an audience that
is constrained in time and attention.

Fig. 6. Perceptive pixel display running Windows 8 [38]

In work-oriented scenarios the usefulness of a device is often
severely limited if it only supports a low number of tasks. Common
interaction paradigms do not work as well with large displays. As a
consequence, there can be a learning curve when using a large display
device. In stressful work environments a user has to feel a prevalence
of the advantages compared to the needed effort. There are examples
where this was the case, like WeSpace [37], but also counterexamples
[11]. Multiple supported tasks and the ability to multitask can exactly
be the features that improve the usability of a device in so far to make
it truly appreciated.

This is also shown by the fact that it is not multi-user large dis-
play devices that are the first to see public adoption but rather single
user devices based on existing operating systems [38]. Such devices
support multitasking and common workflows. Microsoft’s Percep-
tivePixel displays (see figure 6) are large display devices which can
run Windows 8 and therefore in theory replace a standard desktop ma-
chine [16]. Windows 8 is already optimized for touch input and many

of its features work even better on a large display than on a tablet [38].
In contrast to some of the prototypes described in this paper, Windows
8 is not able to distinguish multiple different users at once. It still uses
the concept of a single account which can be concurrently active. The
displays themselves would be fully capable to support multiple users,
thanks to their support of multi-touch. Adjustments in the software
and additional sensors could easily add user identification. This would
enable multi-user multitasking with the full range of tasks available on
a desktop computer.

In essence it is important to note that multi-user multitasking is
an opportunity for large displays to become a vital part of the future
workplace. Such devices can enhance certain workflows, regardless
of whether they are tabletops or wall displays. Fluid identification
of different users, private and public territories and new interaction
paradigms make this possible. However, the different scenarios, use
cases and applications in this paper have shown that multi-user or
multitasking support is not necessary in every case to create a use-
ful large display device. In some scenarios, when taking turns is the
social norm, these abilities can even become superfluous [20].
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Supporting Group Awareness in Collaborative Learning
Environments

Tobias Rindlbacher

Abstract— Nowadays, one can observe an upcoming trend in the use of computer-supported collaborative learning environments. In
the course of this, the participating group members try to solve a common task. In order to improve their teamwork and collaboration,
there exists the idea of promoting the mutual group awareness by using different kinds of tools. To answer the question, what group
awareness in combination with different tools actually is, this paper aims to give a short introduction into that topic.
Starting with some general definitions, the text then continues with important facts for the design of those awareness tools. Which
aspects have to be considered to find the optimal solution for a successful tool design is the question here. If this is clear, a possible
classification of these awareness tools is needed: widgets that structure the learning situation by preparing some pre-collaborative
arrangements, are compared to those, who care about the workflow and the collaboration between the participants. Each cluster is
therefore presented with a general definition, some representative tools and a short roundup. Finally, a short summary should on the
one hand take a look on future work and on the other hand give a complete overview about the importance of group awareness in the
research field of computer-supported collaborative learning environments.

Index Terms— computer-supported collaborative learning, group awareness, awareness tools

1 INTRODUCTION

Because of the global networking, the modernization of workflow is
remarkable in almost every area of life. Let‘s regard, for example,
the possible abolishment of lectures during studies at a university. As
fewer and fewer students attend the lectures in universities, the re-
search for good alternatives is under way. This is where the field of
computer-supported collaborative learning comes in. But how can
collaborative work in combination with external support foster good
learning results and is it a real alternative at all? It would be insuf-
ficient to say that if a small group of learners treat a certain problem
together, the learning success is guaranteed. The decisive part is going
to be the external support for the group. One important sector, among
various kinds of external support, which has received increasing at-
tention in the research field of computer-supported collaborative work
[22], is the demonstration of group awareness. Awareness, in this con-
text, can be understood as the up-to-the minute knowledge about the
group and the learning environment [8]. Therefore, many researchers
intend to develop new tools, so called awareness tools. Their main
intention is to improve the teamwork and facilitate the coordination
and collaboration between the participating group members. But these
tools also aim at balancing the existing deficit of social interaction [10]
during collaboration. The support of active learning and interactive en-
gagement [1] is an further important objective of awareness tools. In
order to get a brief summary about the whole topic of awareness tools
in context of computer-mediated collaborative work, this paper can be
seen as a general introduction into that sector of research.

The text is structured as followed: continuing now with exact defi-
nitions of the terms CSCL and awareness, section three then presents
some necessary facts for the design of awareness tools. Later on, a
possible classification of these widgets in part four should complete
the overview of that issue. The final conclusion in the last sector con-
tains aspects concerning future work and some individual ideas.

2 GENERAL DEFINITIONS

To get a better understanding of this overview-paper, it is important
to define first, what computer-supported collaborative learning, short
CSCL, and awareness generally is.

• Tobias Rindlbacher is studying Media Informatics at the University of
Munich, Germany, E-mail: tobias.rindlbacher@campus.lmu.de

• This research paper was written for the Media Informatics Advanced
Seminar ’Secondary Tasks’, 2013/2014

2.1 CSCL
When talking about computer-supported or computer-mediated col-
laborative learning, one of broader ambassadors of the cooperative-
work system is ment. Taking it literally, like Jeremy Rochelle and
Stephanie Teasley, it means a “mutual engagement of participants in a
coordinated effort to solve a problem together [20]”. Basically, CSCL
is about learning and collaborating in groups on a shared workspace
by making use of additional, external support like computers, tools or
teaching persons. Each collaborative learning environment is therefore
able to consist of further different subsystems: a computer-mediated
communication system, short CMC, managing the communication be-
tween the participants, a content management system, taking care
about the administration of documents, a knowledge management sys-
tem, supporting the members with awareness information and finally
a electronic performance support system, supplying the participants
with additional information [15]. Providing the opportunity to be com-
posed very flexibly, these computer-supported collaborative learning
situations can automatically cover a variety of learning scenarios: col-
laborative exercises, tutor-guided learning groups, virtual seminar, vir-
tual lab or collaborative exam preparation can be mentioned here [9].
But all these positive benefits are useless, if the participating group
members can‘t handle this whole new collaborative learning environ-
ment correctly. Like in every other teamwork situation, the co-workers
have to face different obstructions. The problem of social loafing,
which means that the participants invest more effort in individual work
than in group work [17], is one example. Letting other group members
do their own work is another challenge in these situations, known as
the free rider effect [17]. In order to face these two dangers, the co-
workers have to make themselves aware of the collaborative learning
situation. This process can also be supported by external tools. But
first, there is the need to find out, what awareness actually means in
this special kind of cooperation.

2.2 Awareness
In the research field of computer-mediated collaborative learning, the
expression “awareness” is mostly synonymous with the notion “group
awareness”. The term “group awarenes” can be defined in many dif-
ferent ways. The following list shows exemplarily three possible defi-
nitions:

• As already presented in the introduction, C. Gutwin et al. [8]
specified: “Group awareness is the up-to-the minute knowledge
about others in the activity that people need in order to work or
learn together”;
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• Harned Alavi and Pierre Dillenbourg [1] characterized group
awareness less complex as “information about the presence,
availability and status of the learners”;

• Another definition is made by J. Buder and D. Bodemer [6], rep-
resenting group awareness as “knowledge about the social and
collaborative environment the person is working in”;

To bring all these definitions to a common point, group awareness
can basically be seen as the exchange of personal information in order
to increase the level of interaction. The presentation of the common
state of interaction consequently intends to fix, who is working to-
gether, which tasks have to be done and where the work can be done
[7]. These are the most important aspects considering the topic and
the intention of this paper. Finally, it is also necessary to accent the
coherence between group awareness and the topic of secondary tasks:
awareness information can be considered as additional help for the
group members. The collaborative work in a group remains the main
task, which should simply be supported by further information gath-
ered from those awareness tools.

To complete the overview of the section “awareness”, the follow-
ing part shows, apart from group awareness, further forms of aware-
ness, which also influence the area of computer-supported collabora-
tive work and for this reason foster the understanding of the text. The
paper “Supporting controversial CSCL discussions with augmented
group awareness tools” from J. Buder and D. Bodemer [6] and “Sup-
port for group awareness in educational groupware” form C. Gutwin,
G. Stark and S. Greenberg [8] were used as decisive sources for this
distinction:

• Classical awareness

Simple gestures, movements or activities that can be observed by
the other present group members.

• Social awareness

This kind of awareness focuses on the social association within
the group. It provides information to the collaborators about how
they should interact for example.

• Task awareness

In order to get a good organization into the common workflow,
task awareness can help the participants by structuring the team-
work.

• Concept awareness

Concept awareness can rather be regarded as an individual sup-
port. Each user can profit by getting information and advises
about how to contribute to the common group work

After presenting the general meanings of CSCL and awareness, it
is important to integrate them now in to the whole situation of collab-
orative work. In a computer-supported collaborative learning environ-
ment, a variety of users work together on a common exercise. Group
awareness can in this context be considered as a special sort of exter-
nal support. This assistance is always represented by the usage of a
special tool, in other words, awareness tool. In order to achieve these
supporting tasks, like coordinating the group, facilitating the cooper-
ation, managing the workflow, finding learning partners or supporting
the communication, the design of the respective widget is an important
aspect.

3 IMPACTS ON TOOL DESIGN

C. Phielix et al. [18] called amongst others “the design of awareness
tools an important reason for a possible disparity between the potential
and the real performance of a group cooperation”. To arrange the best
circumstances , the used tool must be adapted perfectly to the learning
environment and situation. If the use and interplay of learning envi-
ronment, members and tool are proper, the awareness widget is able to
perform its task: forming and processing awareness information by a

Fig. 1. Functionallity of group awareness tools in CSCL [4].

translation of input data with the aim to have impact on the collabora-
tive learning situation [4], as shown in figure 1.

After presenting the main challenge of the design of awareness
tools, this paper now continues with a section concerning the transfer
of information from the gadget to the group members. This is another
crucial point, considering the design of awareness tools. The usage of
easy visualizations [13] for example, which profit from the fact that
a variety of different information can be displayed at the same time,
does not automatically warrant a good tool appearance. The designer
of each widget has to think about the way, the information is made
accessible to the users.

There exists a little difference between the simple presentation of
awareness data and the acceptance through a user. K. Schmidt [22] and
J. Buder [5] treat this phenomena a bit more concrete by illustrating
a distinction between the demonstration of information - Displaying
- and the perception through the group member - Monitoring-. Both
categories can be used to fulfill different functions.

Talking about displaying first, there is the possibility of supplying
the group with external or internal feedback. Another fact is that dif-
ferent kinds of displays can be used, distinguished between dynamic
and static displays. Another question in the context of displaying is,
if the tool user should be forced to give feedback and awareness in-
formation to other users in order to get personal acknowledgement.
Finally, a crucial point is the format of the information. Do users pre-
fer closed, default formats or a simple text field, which means open
format, to present their feedback? All these points mentioned by K.
Schmidt [22] and J. Buder [5] have to be considered concerning the
design of each tool.

Secondly, referring to the aspect of monitoring, the process of per-
ceiving feedback should not be that obtrusive, so that the learners are
not distracted from the original main task, collaborative work. A good
comparability of the received information is the next important aspect.
Thereby, each learner matches his or her own performance to those of
the other participants. Monitoring awareness information, as a next
step, intends to structure the workflow of the group. This works, espe-
cially if the group members share a similar level of knowledge. Oth-
erwise, if the skills between the users differ too much and some of
them are able to contribute more information to the task, the danger
of creating a normative pressure towards the less active participants
exists. Hence, the group needs a good balance, on the one hand, be-
tween the level of knowledge of the users, on the other hand, between
the frequency of which every group member is abandoning feedback.
The last aspect of monitoring can be described as level of influence.
The group members use their personal awareness data as guidance to
possibly change their own behavior and activity. For that reason, the
external support influences the workflow of each participant. Indeed,
every user should be motivated to do new things, but the use of those
tools doesn‘t intend to change the complete behavior of learning of
each user. The crucial point is to find the right degree of support for
the group. All these approaches again base on the ideas of K. Schmidt
[22] and J. Buder [5].

If the designer of awareness tools manages to take all these aspects
and challenges in mind, the basis for a good tool is at hand. The ques-
tion reamins, which elements of a collaborative learning environment
a good awareness tool should supply? To answer this question, the re-
quirements analysis of J. M. Haake et al. [9] can be taken into account.
They specify some important tasks concerning the used tool. The wid-
get provides a shared workspace, different communication channels,
support of group formation, preparation of time schedules, secure ac-
cess restrictions, input and output possibilities, common work modal-
ities and accommodation of tailoring functions. The defiance of the
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designers is then to find the right combination of these aspects.
As shown in this section, the developer of those awareness tools has

to face many difficult barriers. Among the composition of each wid-
get, they especially have to respect that the presentation of awareness
information in combination with awareness tools in the context of col-
laborative work remains a secondary task. The collaboration between
the group members in contrast stays superficial [5]. A good balance is
needed, realized by a perfectly adapted design, in order to guarantee
the best impact on the learning situation.

4 CLASSIFICATION

The following section of the paper illustrates a multitude of different
awareness tools. All these widgets vary in their main focus. To get
a better overview of the gadgets, the presentation is combined with a
classification, which is based on the approaches of P. Jermann et al.
[14]. They basically illustrate two groups: widgets that structure the
learning situation by preparing some pre-collaborative arrangements
on the one hand and widgets that care about the workflow and the col-
laboration between the participants on the other hand. This is the rea-
son why the structure of the following section is composed of the two
clusters, which are both presented in the same way: a short definition,
representative tools and a quick summary.

The fact that both categories differ in the principle duty of the tools,
makes a comparison of both groups difficult, but offers also new chal-
lenges for researchers to find solutions that provide complete collabo-
rative work systems, containing elements of both clusters.

4.1 Learning environment and prearrangements
In the first category, there are mainly those tools that concentrate on
structuring the learning environment and making prearrangements.

4.1.1 Description
One of the first problems one has to face when starting a collab-
orative work is finding the right learning partners and the proper
environment[12]. This is why the first class primarily describes tools
that work rather pre-collaboratively. The aim is to gather information
about the whole learning environment and to display facts about the
learning content that is covered. Group composition is another impor-
tant aspect that fits in the first category.

4.1.2 Examples
The tools “Flag”, “Lantern 1.0” and “Cure” are only three of many
other representatives in the first cluster.

• Flag

Flag is an ambient awareness tool, which was developed by H.
S. Alavi and P. Dillenbourg. Their plan was to design a widget,
“that gives information about the presence and status of students
in a university learning center with the aim of promoting infor-
mal collaboration among them” [1]. Before describing the gad-
get, a definition of the expression “learning center” is necessary.
Learning centers are special areas, for example in universities,
where all the attendant visitors - no matter if they are students,
researchers or teachers - are provided with work equipment, like
adequate furniture, books or displays. The environment can be
divided in spaces for individual work and areas for group work.
The workspaces of the teamwork area are additionally equipped
with the awareness tool Flag.

The widget itself mainly consists of two components, a interac-
tive box, which is represented in figure 2(a), and a query service
that converts the data from the boxes into awareness information.

The question remains, how the awareness data is produced? Each
learner owns a special ID-Card, containing information about the
users courses. By choosing a special learning task, the lamps of
the tool turn into a adjusted color, which is then visible on the
ceiling of work area. Furthermore, the widget creates data by
measuring the temperature or the noise around the field of work.
This collected data is then processed by the query module and

(a) Interactive Box (b) Learning Center Map

Fig. 2. Approaches from the tool Flag [1].

finally, a so called learning center map (see figure 2(b)) is gener-
ated. This map is used as initial position for other visitors, which
now can look for further learning partners by just comparing col-
ors.

In sum, this awareness tool especially intends to encourage learn-
ers to find collaboration partners and to build new cooperative
work groups. These tasks are regarded as pre-collaborative and
because of that, Flag is a fitting example for the first cluster.

But this tool also exists in another special modification. Virtual
Flag is an additional version of the presented tool flag [1] and
therefore another good example for this category. This widget
tries to solve the problem that common learning centers are not
always available. To counterbalance this disadvantage, Virtual
Flag can be used via Laptop. The computer inherits the function
of the interactive box, collects the data and processes the infor-
mation for the query. The rest is still the same, a learning center
map is produced and other users can find common learning ac-
tivities.

• Lantern 1.0

The third tool, called Lantern 1.0, is again an invention by H. S.
Alavi and P. Dillenbourg [3]. The configuration is quite simple: a
lamp as portable device, which can be placed on the tables of the
workspace. As demonstrated in figure 3, the user of the tool can
interact with the lamp via simple gestures and thus change the
adjustable values of the lamp. The color corresponds to a spe-
cial learning task, the intensity of the light represents the time
passed with the adaptation of the exercise, a blinking signal indi-
cates that additional help by other attendant learners or an advi-
sor is needed and the frequency of the blinking signal shows the
elapsed time since the request. Awareness information is accord-
ing to that produced by the user itself and through the system, for
example via measuring the passed time.

Fig. 3. Manipulation of Lantern [3].

The main intention of the gadget here is again finding possible
learning partners in order to establish a new collaborative work
situation.
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Both researchers enhanced their tool and developed as conse-
quence Lantern 2.0 two years later [2]. The added an integrated
CSCL-Script to structure the cooperation, the interaction and the
workflow. According to that, Lantern 2.0 can rather be men-
tioned as a representative of the second cluster.

• Cure

The last tool of the first class is called Cure, developed by J. M.
Haake et al. [9]. Cure, which means Collaborative Universal
Remote Education, is another representative of the coordination
cluster, because its main focus fosters providing a room concept
towards the learners. This design feature enables connecting sev-
eral working rooms together to a common learning environment.
Each new working area has an entry section (see figure 4) which
presents the participants and the working task of the room. Addi-
tionally, there are further integrated elements like, for example,
a text editor for communication or secondary learning materials.

Fig. 4. The Entry Section of CURE [9].

Once a room is joined, the users can work together on a com-
mon exercise. Another important feature of the Cure tool is the
tailoring function, probably the most decisive reason for an in-
dexing in the first category of awareness tools. One can either
manipulate the content of the learning group or the group itself
by splitting it for example into more smaller groups. This is a
high level of abstraction which allows flexible structuring of the
learning environment. For that reason, this tool can also be eas-
ily used at schools with support from an additional supervisor.
He can administrate the existing workrooms - just by copying or
deleting - and so adapt each workspace for the different forms
and learning scenarios. Concerning the creation of awareness
information, only the different group members are responsible
here.

4.1.3 Roundup
Although the presented tools are different in their design, their main
focus stays the same: structuring the learning environment and making
prearrangements.

The awareness tools of this first cluster therefore accept an impor-
tant responsibility, because once the coordinative task is done, the
main task, the collaboration, can begin. Further interruptions, espe-
cially during the learning process, can thus be limited. But gather-
ing awareness information still remains a secondary task. These tools
hence offer the big advantage that they fulfill this additional work, so
that the focus of the collaborating participants can stay on the main
job, solving a common problem via collaborating.

The fact that the widgets of the first class concentrate on pre-
collaborative tasks can also be remarked in their design: they are mak-
ing use of simple visualizations, as for example the color. Because of

that, they offer a perfect solution in order to get a quick overview about
the working areas and the teaching content. They present for example
the learning task, the number of collaborators or the need of further
support.

Furthermore, there is another aspect that can facilitate the group
composition. The use of visual elements demand a common learn-
ing environment, a requirement which is not always given. This is
a crucial fact especially concerning computer-supported collaborative
distance learning. The use of these tools in this scenario is then dis-
pensable. To avoid this problem, further features or extensions of the
tools, like the additional support for computers, are necessary.

4.2 Workflow and collaboration itself
Coming to the second class, the focus of the presented widgets lies on
managing the workflow and structuring the collaboration itself.

4.2.1 Description
A collaboration can only be successful, which means an improvement
of the results of the collaborative work, if the teamwork between the
participating group members is felicitous. In order to support this in-
teraction, different awareness tools can be used. The goal of these
widgets is to help gather more information about the other group mem-
bers. They display facts about them, and, of course, about oneself, so
that every participator has the same level of knowledge. Another cru-
cial point of the second cluster is that the presented gadgets support
the coordination and time management of the group. Finally, the tools
aim to enable activity on a common workspace.

4.2.2 Examples
As representatives of the second class, the tools “Visu Reflection
Tool”, “MAUI Toolkit”, “EuroCAT” and “Radar and Reflector” are
disposed.

• Visu Reflection Tool

This widget is based on a web videoconferencing architecture.
The users work together on a common task and among con-
tributing to the problem solving, they are also asked to generate
feedback towards the co-learners [16]. In this case, the aware-
ness information is produced by the other users as well as from
the system, which can again exemplarily measure the time each
member works on the common project. The tools itself is com-
posed of two different types of rooms: First, the interaction room
as illustrated in figure 5.

Fig. 5. The Visu Interaction Room [16].

In this section, the users can communicate via different activi-
ties. The use of the horizontal timeline enables the group mem-
bers to coordinate the teamwork. In addition, the learners can
express their personal feelings concerning the satisfaction about
collaboration by using markers in different colors. Furthermore,
one can find a textfield for communication and problem solv-
ing, and again, the written texts can be associated with personal
opinions. It is very important to mention that all these various
kinds of feedback are not yet visible. This is where the second
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room, the retrospection room, comes in. After the collaboration,
the participants enter this second room in order to get their per-
sonal feedback as awareness information. Therefore, the Visu
Reflection Tool first works retrospectively in order to foster an
improvement for next possible collaborations.

• MAUI Toolkit

Before describing this special approach, it is important to con-
sider the difference between toolkit and tool. A toolkit, as the
name suggests, is a building set which generally consists of sev-
eral different components. Then, the user has the possibility to
pick those elements he needs, in order to combine them and fi-
nally to build up a new, to the situation adapted, tool. In short,
a tool is a combination of different items from a toolkit. This
principle of course benefits from its high level of flexibility, but
on the other hand, an expert who can manage this preparatory
activity is needed.

The MAUI Toolkit is an idea from J. Hill and C. Gutwin with
two special highlights: “One main way that the toolkit supports
awareness is by distributing feedthrough information - the visual
feedback that guides a local user through the operation of” [11].
The second crucial part is that this toolkit is unique in this paper
concerning the use of a Java syntax. As the little definition at
the beginning of this section already says, the MAUI Toolkit in-
cludes some different components, for example an event section
or communication structures. Furthermore, this toolkit provides
a variety of AWT and Swing components, which accept the re-
sponsibility of presenting awareness information.

Finally, two questions remain: How can this toolkit be realized
in computer-supported collaborative learning situations and how
is the urgent awareness information generated? The answer for
the first question can be derived from the introducing definition
part. An overall developer, who chooses the necessary elements
from the toolkit, is necessary. Here, the main functions and the
intention of the desired widget must be considered. In context
of computer-mediated collaborative work, the focus lies on com-
munication, session management, shared workspace, common
interaction and additional information sources. Figure 6 shows a
sample illustration:

Fig. 6. Elements of the MAUI Toolkit [11].

Concerning question number two, Java‘s Event-Handling section
plays the crucial role. Each user communicates with the tool, for
instance via pushing buttons, text-chatting with others or drop-
ping files to the shared workspace. This kind of interaction is
recorded by the event handlers and transformed into awareness
data for the other participants. More precisely, if user A (blue)
pushes a button that symbolizes general agreement with the com-
mon result, user B (red) is able to recognize this because his or
her agreement-button turns into the blue, the color of user A.
As already mentioned, the use of this java architecture enables
a high level of flexibility. Therefore, each tool can be perfectly
adapted to the common learning environment.

• EuroCAT

The awareness tool EuroCAT mainly pursues two objectives: On
the one hand, the widget intends to support the student‘s collab-
oration via awareness information and thus foster peer and self
evaluation and on the other hand, people with supervising func-
tions, for example teachers or tutors of the group, can receive
more information about their group members [21]. The tool it-
self consists of overall eight pages, which are, during the time
of cooperation, always accessible. The first page is similar to a
simple user profile, containing basic information like age, gen-
der or field of study. These data aim to facilitate finding other
users with common interests. The second page can be regarded
as a time schedule, where every group member is able to note
his or her favorite working times. The next page can be seen as
an extension to the previous page, where the sequences of each
student on one workday is presented. The fourth page finally
combines pages two and three and create a common group time-
line, as illustrated in figure 7.

Fig. 7. Page four of EuroCAT - The Group Timeline [21].

Page five refers to the progress each student is achieving during
the collaborative work. Because of this overview, every group
member knows exactly the advancement of the co-workers. Fi-
nally, the pages seven and eight are used for evaluation tasks.
Here, it is about to review the individual work, the group work,
the success of the collaboration, the process-time relation and
the general feeling concerning the collaborative learning envi-
ronment. In sum, this tool strongly emphasizes the importance
of a good time management in order to achieve adequate learn-
ing results. This focus can be seen as another characteristic of
awareness information.

• Radar and Reflector

The last two gadgets presented in this paper can be regarded
as a special case. Both, Radar and Reflector, are parts of a
main program called Virtual Collaborative Research Institute,
short VCRI. This program aims to assist collaborative work-
ing on research projects and survey assignments [18]. Amongst
eight other tools, Radar and Reflector are two important instru-
ments concerning the presentation of awareness information in
this framework. The information itself is mainly generated by
the evaluation through the other participants.

Starting with Radar, the main function is to foster reciprocal
feedback with an strong emphasis on social and cognitive be-
havior between the group members [19]. All the data gathered
from the participating group members is collected and illustrated
in a Radar diagram. In order to ease the process of judging the
others and the common teamwork, the radar tool allows six pre-
defined categories: influence, friendliness, cooperation, reliabil-
ity, productivity and quality of contribution. Every users gets
judged and at the same time acts as judge himself. To get a bet-
ter overview, the tool provides different colors for each user and
a scaling. Figure 8 presents an example illustration of the Radar
diagram:
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Fig. 8. The Radar Diagram [19].

Coming over to Reflector, the intention is here to recap on the
one hand the common collaborative work and on the other hand
the individual performance of oneself. This is also an important
fact concerning further, future collaborative learning situations.
Just like Radar, the Reflection tool provides the user with an as-
sistance in form of six predefined questions every participant has
to answer. Only if the user answers a question himself, he is able
to see the opinions of the other co-workers.

4.2.3 Roundup
All the illustrated tools in the second cluster concentrate on the fol-
lowing fact: structuring the cooperation and managing the workflow.

These widgets provide the cooperating groups with a good frame-
work. Time management, session management, communication or
group coordination, all these important points are covered by the use
of these tools. This fact means automatically that the participants can
focus even more in the main task, the problem solving. Furthermore,
the assignment of such a supporting structure automatically balances
the teamwork between the members because tasks can be distributed
easier and equitably. The group can at first focus on working and then
profit off the produced awareness information.

After the work is done, the evaluation systems present a good sys-
tem to analyze the common work. Each partner can feedback the other
participants in order to improve oneself for further collaborative learn-
ing situations. Concerning the rate of other people, there is one aspect
that has to be considered: a good cooperation implies that each partic-
ipant knows his or her learning partners. This fact comes along with
presenting personal information. The different tools therefore need
functions to protect the privacy oh the participants.

Finally, it is again important to mention that the design of each tool
is decisive for the successful outcome of the teamwork. The users
of the tools may not be overwhelmed, on the one hand with the pro-
duction of awareness information for other members, and on the other
hand, by receiving too much feedback from the rest of the participants.
The generation and perception of feedback must be easy, quick and un-
derstandable. If all these aspects are taken into account, the chance of
performing well as a team is big.

5 CONCLUSION

This is an introductory paper into the research field of group aware-
ness and awareness tools. The definitions of CSCL and awareness at
the beginning should foster the understanding of the paper‘s context.
After that, some basic information about the design of those widgets
are presented. The illustrated classification then intends to get an easy
and quick overview about this topic. In the first cluster, one can mainly

find those tools which focus on pre-collaborative work and group com-
position. Flag, Lantern and CURE were used as representatives of this
category. In the second class, the introduced gadgets concentrate on
structuring the workflow and collaboration itself. The Visu Reflection
Tool, MAUI Toolkit, EuroCAT and Radar and Reflector were named
as examples here.

This classification is based on the approaches of P. Jermann et al.
[14]. Considering further relative work, one can think of the idea of
adding another category into this classification: evaluation. This third
class can then focus on jobs that can also be fulfilled after the common
work. There would be the first class that cares about the group com-
position, the second class that highlights the common problem solving
and finally the third class that reworks the whole collaboration in order
to produce good feedback for each user. The Visu Reflection Tool for
example already contains this evaluation section and for that reason it
could also be a representative of the third cluster. Overall, the main
function of each tool should remain the decisive factor for a possible
clustering.

Coming back to this classification, both classes can‘t be compared
with each other because they differ in their principal objective. Al-
though this paper only gives a rough overview about the two existing
clusters, it raises the question, why no tool that combines the ideas of
both categories has been developed. There is still a lack of an overall
awareness tool that completely leads a group, starting with its com-
position, going on with session management and finishing with the
compliance of the common task.

In my opinion, the producer of this new possible tool should focus
on the main advantages of each cluster. The use of a simple design is
a decisive part for the group composition. Here, this tool should cover
solutions for common learning environments as well as for distance
learning sets. Furthermore, a framework providing the group members
with a fix and understandable time schedule is needed. This should
facilitate all the session management aspects, so that the focus can stay
on the common work. The collaborative teamwork then needs to be
supported via a communication system, for example a common chat
interface that brings all the ideas together. The last fact, a new widget
should contain, is a simple evaluation system. The distraction of the
main task must be avoided here, because as it is shown, awareness
information and its gathering process is part of the secondary task. If
these four elements can be combined, there would be a good solution
for a new tool concerning computer-supported collaborative learning.
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Wearable Context
Julia Ringler

Abstract— This paper gives an overview of the current research on context aware wearable devices. It illustrates the process which
is necessary for context recognition and it presents the possibilities but also threats arising from these context aware wearables.
Current issues and problems emerging from context aware devices and the research of them are highlighted and approaches are
suggested such as the use of a common context model as proposed by Zimmermann et al. allowing the systematic exploration of the
different dimensions of context which are not well researched yet.

Index Terms—Context, Context Awareness, Context Recognition, Wearable Devices, Wearables, Classification

1 INTRODUCTION

Context recognition enables the so far impossible: A natural commu-
nication with computers which are aware of our skills and knowledge,
understand our current goals and needs, and know the relations we
have with our environment. With this information the computer be-
comes a personal assistant with the aim to support us in everything
we do and to even take over our tasks. The computer changes its in-
put and output according to the current situation allowing a peripheral
human-computer interaction with the device.

However, this could also pose a threat: Everything about us is cap-
tured and stored. How does this influence our definition of privacy?
What happens if this information is used against us?

Currently, computers are not able to capture the whole context of
a user. But they can distinguish between selected activities and loca-
tions.

1.1 Definition of Wearables

Wearable devices (wearables) are small computers which were built
for mobile use. Above all they should match the following criteria
[23, 26]:

Easy to handle Wearables need to be easy to use but also reliable and
resistant which allows a careless handling of the device. Prefer-
ably, they have a low power consumption so that issues such as
charging are less prominent.

Easy to wear Wearables need to be small and lightweight so that they
are not perceived as a burden to carry around. In addition, the
attaching of the device has to be easy, comfortable and fast.

Suitable to wear Wearables need to be unobtrusive to become so-
cially acceptable. Besides, the devices have to be comfortable
since they are worn for a long period of time. Furthermore, it has
to be considered that these devices have often context with the
skin and must be biocompatible.

Wearables include research projects such as Steve Mann’s Digital
Eye Glass (see figure 1a) [20] or QBIC, a computer integrated in a
belt developed around 2004 (see figure 1b) [2]. Nowadays the most
used wearables are mobile phones and smart phones but there are also
commercial projects such as Misfit Shine, a fitness activity tracker (see
figure 2b) [11], or Google Glasses (see figure 2a).
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(a) Digital Eye Glass in 1980 [20] (b) QBIC [2]

Fig. 1: Wearables: Research projects

(a) Google Glasses [5] (b) Misfit Shine [11]

Fig. 2: Wearables: Commercial projects

1.2 Definition of Context
Context in Computer Science and for context awareness was first de-
fined by Schilit et al. and comprised the elements location, people, and
objects [27]. This definition was developed further by Schmidt et al.
to include not only the location but also the current activity and the
inner state of the person [31]. Dey broadened this definition to “any
information that can be used to characterize the situation of an entity”
[8] whereas Zimmermann et al. reduced context to the following di-
mensions [34] (see also figure 3a):

Location includes information such as position, speed and orienta-
tion.

Time means not only the current time, but also time intervals as well
as past and future events.

Individuality contains aspects such as the user’s behavior and the
user’s language preferences, but also interests and skills like mo-
toric or visual capabilities.

Activity describes the current goals, tasks and needs, which is ex-
pressed by actions.

Relations expresses the relations to other persons, things, services
and information.

This model can also simulate the attention of a person which is
shown in figure 3b.
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(a) Basic context model [34] (b) Attention of the user [34]

Fig. 3: Context model according to Zimmermann et al.

1.3 Context Aware Wearables
The notion of context aware computing was introduced by Schilit et
al. in 1994 to describe software which is able to adapt to its context
[27]. Dey puts the user in focus and states that a system is context
aware if it supports the user’s current task by providing relevant in-
formation and/or services [8]. Jameson argues that not only the user’s
current context should be taken into account but also the user’s behav-
ior, preferences, interests, knowledge, and perceptual and motor skills
[15]. Dey divides the features that context aware systems can support
to [8]:

The presentation of information to the user The presented infor-
mation is reduced to relevant information for the context and the
presentation is customized to the context.

The automatic carrying out of a service A service is executed by
the device such as reminding the user to talk with a person about
a specific topic when he meets this person.

Information tagged with context Users create, edit, and retrieve in-
formation in certain contexts. If information such as files are
tagged with this information, relevant information for a context
can be obtained easily. In addition, files can not only be searched
for by date, file location or file name but also by context which
is often easier to remember.

The interaction with wearables differs strongly from the interaction
in Desktop environments. Whereas a Desktop user is sitting and fo-
cusing on the computer, the user of wearables is often in motion with
changing contexts and divides his attention between his surroundings
and the device. The interaction with wearable devices is often a sec-
ondary task for example checking the bus times on a smart phone while
walking to the bus stop. By the use of context recognition the device
can also support the user by changing automatically the input and out-
put methods like a larger font size during walking or voice control and
output during driving.

Furthermore, screen space is very limited and traditional input and
output methods can only partially be applied. For this reason a new
interaction design is needed for wearables which takes into account the
context of the user to provide a better support for his tasks [19]. This
can be done amongst other things by automatically entering contextual
information so that the manual entry of information by the user can be
reduced. A common implementation is location-based search on smart
phones which uses the location to filter or sort results [6].

1.4 Contribution of this Paper
This paper describes a general process for context recognition for
wearable devices (2 Recognizing Context for Wearables) and how this
contextual information can be used (3 Using Contextual Information
for Wearables).

Furthermore, the most prominent issues are discussed in the area
of research for context aware wearables as well as issues arising from
the design and use of these devices such as privacy concerns or design
patterns for context aware systems (4 Discussion).

2 RECOGNIZING CONTEXT FOR WEARABLES

Contextual information can be gained either by asking the user or by
monitoring the user and the user’s environment [30]. Studies indicate
that users often forget to update their own state like their current avail-
ability so that the provided information is rather unreliable [4]. Con-
text recognition uses the monitoring approach and obtains contextual
information by classification. Classification is a supervised machine
learning method with the aim to assign objects to predefined categories
based on its features. The assignment step is carried out by a classifier
like a decision tree, which was trained using a training set of already
classified objects. The classification accuracy depends on the training
set as well as the type of classifier [13, 17, 21].

In this section the general process of context recognition, used in
most studies, is described. An overview of the process is illustrated in
figure 4. In some cases steps are skipped, such as the design of a wear-
able when an existing wearable should be used. The process described
here is design-driven: First the contexts which should be recognized
are specified and then the wearable is designed to recognize these con-
texts. In contrast, Laerhoven et al. suggest an user-driven approach in
which the user teaches the device contexts which should be recognized
[32].

Fig. 4: Training of the classifier

2.1 Creation of the Context Model

Although each dimension of context location, time, individuality, ac-
tivity, and relations is countable, it is not feasible to use the complete
subsets but rather small subsets which are relevant for the current ap-
plication and distinguishable by sensor input. This distinctness can be
evaluated by the data collection [6, 30].

2.2 Design of the Wearable

The wearable device is designed and equipped with sensors and re-
ceivers which are likely to return good results concerning the context
recognition.

Sensors are divided in two categories: external and wearable sen-
sors. External sensors are embedded in objects with which the user
interacts such as a door whereas wearable sensors are either attached
to the user or embedded in the wearable device. External sensors can
provide specific information about the current activity which could be
hard to detect by sensors (such as closing or opening a door) but fail if
the user is not interacting with these objects for instance if the user is
reading a book which is not equipped with sensors [18].

Sensors and receivers for wearable devices should take the follow-
ing aspects into account [6, 30]:

Size Since the device itself should be rather small, the same applies
also for the sensors and receivers.
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Sensing requirements Some sensors have special requirements such
as contact with the skin.

Processing requirements This includes not only voltage, but also
how the raw sensor data has to be transformed to create usable
features for the classifier.

Power consumption This criteria derives from the requirements for
wearables.

The sensors which are used in conventional context aware systems
are often accelerometers and gyroscopes because they allow to trace
easily activities such as walking, lying, and sitting [6, 22]. Obviously,
different sensors are suitable for other contexts such as gas sensors to
detect whether a person is having a meal or is going to the toilet [16].

2.3 Data Collection
A first data collection is created with the wearable device which is
the initial training set of the classifier. This data collection should be
created by using real life situations and several persons. The sensor
and receiver input of the wearable device is saved. Often the contexts
are manually classified by the user during these contexts. For this step
annotation tools such as the one depicted in figure 5 are used.

The data collection is preprocessed. This step prepares the data for
the training of the classifier and comprises tasks such as data cleaning
and feature reduction. The preprocessing affects the accuracy of the
classifier but also the runtime and effectiveness [13, 17, 22].

Fig. 5: Annotation tool used by [22]

2.4 Feature Extraction and Postprocessing
For the feature extraction and postprocessing the data is collected over
a period of time and summarized as a feature vector. This is necessary
for the following reasons [18, 22]:

The sensors’ and receivers’ sampling rate Human activities tends
to last for seconds or minutes whereas the sensors and receivers
can return signals several times per second.

Computation of features Some features such as variance need a set
of values to be computed.

Transition between activities These transitions will only last for a
few seconds but produce rapid changes in the classification re-
sult.

The time period is also depended on the signal and activity which
should be observed: Eye-blinking lasts only for a few milliseconds
whereas breathing needs a time window of seconds or even minutes.

2.5 Training of the Classifier
There are numerous classifiers. The most common in context recogni-
tion are decision trees, naı̈ve Bayesian classifiers and neural networks.
Studies using these qualifiers are illustrated in table 1. Decision trees
are favored since the created decision tree is easy to understand by hu-
mans and needs a smaller training set as other classifiers. Furthermore,
the classification steps are fast and cheap and the classifier has a good
accuracy [3, 6, 13, 18, 22].

Classifier Studies
Decision trees [1, 3, 6, 16, 22]
Naı̈ve Bayes [1, 3, 6]
Neural networks [22, 31]

Table 1: Used classifiers by study

For the training of most classifiers, the preprocessed data collection
is divided in a training and a test set (see figure 6). From the training
set the classifier tries to learn rules. The test set is used to estimate
the classification accuracy [13, 21]. Other classification methods are
discussed in 4.4 Classification.

The classification step can be carried out on the wearable itself or
on a server. The wearable device has only limited energy resources
and processing capabilities in contrast to a server. A server allows the
use of more complex methods but the sending of the raw data from the
wearable to the server is energy expensive and relies on a network con-
nection which may be defective. Besides, the classification on a server
may lead to a lower response time due to the sending and receiving
steps [18].

Fig. 6: Evaluation of the classifier

2.6 Iteration
In this step the wearable and the classifier are evaluated. Not only is
the overall context recognition accuracy important but also the accu-
racy for critical contexts such as a heart attack.

In most studies the classifier just gains its knowledge by the initial
training set. For this reason it is important, that all possible contexts
are contained in the training set and the classifier knows all contexts
and is able to distinguish between these contexts.
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Furthermore, the data should be analyzed for redundancies. If no
further information can be gained from different sensors these sensors
should be omitted to save energy [13].

The iteration can concern a modification of the context model, a
redesign of the wearable device, a retraining of the classifier or the
training of a different classifier.

Finally, the trained classifier is used for the context recognition of
new data sets (see figure 7).

Fig. 7: Using the classifier

3 USING CONTEXTUAL INFORMATION FOR WEARABLES

Context recognition enables output as well as input in context which
can enhance the human-computer interaction. Furthermore, context
recognition can be utilized in various fields of application such as the
information retrieval by context. Wearable devices can be applicable
in different use cases which are further explained in 3.3 Specific Use
Cases.

3.1 Output and Input in Context

Output in context comprises adaptations of the user interface to fit
the human perception capabilities as well as changes in the behavior
of the wearable such as finding the most convenient time for interrup-
tions. Some devices already adjust the screen’s brightness to match
the current lighting conditions. Further interface adaptations could be
a larger font size if the user is in motion or changed privacy settings
if the user is at home. In addition, the presented information can be
adapted to the user’s needs in the current context like showing the de-
parture time of the next bus stop if the user leaves a building or just
showing the changes in the departure time if the user is familiar with
this bus stop.

Input in context allows different input methods for certain contexts
such as voice control during driving which can be changed automati-
cally. It reduces the input the user must provide by taking the context
into account. Besides, it can limit the selection space to items which
are relevant in the current context or it can change the interface to en-
able a more comfortable interaction such as different menu positions
depended on how the user is holding the device [14, 28, 30].

3.2 Fields of Application

This list contains the most promising fields of application for context
recognition [6, 7, 8]:

Proactive Triggering Automatically provide information or trigger
actions which are relevant in the current context. This could be
changing the privacy settings when leaving the house or setting
the input method to touch input during a meeting but also listing
the groceries the user wants to buy when he enters a supermarket.

Simplified Communication Context recognition can enable a
human-computer interaction and computer-computer interaction
as natural as human-human interaction. The interaction becomes
easier and faster, since users have not to learn or to remember
interaction patterns. Computers may not even need protocols
anymore for communication but communicate in the same way
as they would communicate with human beings.

Information Retrieval and Extended Memory Context recognition
enables tagging of information with the context it was created in
and last edited in. This allows also the retrieval of information
by context. In addition, events are captured automatically. So,
if the user cannot remember the date of a specific meeting, he
can search for this event by criteria such as persons present, the
weather, or other events on this day.

Reminders Reminders for future contexts can be automatic or user-
created and notify the user based on a certain context. This in-
cludes reminders such as talking about a certain topic the next
time the user meets a specific person but also notifications in-
forming the user that he wants to buy groceries when he is next
to a supermarket.

Optimized behavior patterns Devices provide suggestions for fu-
ture behavior of the user by analyzing past actions. The device
could for example propose to the user to take another bus line.

Shared experiences Share a context automatically like the current lo-
cation or availability level. This enriches online communication:
The sent message is augmented by the current context. If the
user is in a meeting, he might send a shorter message as if he is
at his workplace.

3.3 Specific Use Cases
Applications for context-aware wearables are innumerable. The three
use cases presented here are just examples for many more.

Workplace Common tasks such as information retrieval, task man-
agement, and reminders can be enhanced by context. When en-
tering a regular meeting, the last minutes of this meeting are
opened and information viewed, edited or created during this
meeting can be later retrieved by this context [6, 8].

Fig. 8: AMON: a telemedicine monitor for heart patients [26]

Health Wearable devices are able to monitor the biological signals,
such as the heart signal as AMON (see figure 8), to activities.
This information can be used for emergency calls, to track the
health of soldiers, or to detect diseases earlier. Dementia for
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example can be obvious from changes in daily routine. Further-
more, wearables can be used to provide feedback in everyday
life: current fitness level and sportive activities, but also nutri-
tional consulting [6, 26].

Entertainment Diary applications are one example for an application
in entertainment. Memorable situations are detected and saved
for later retrieval [6].

Security Context recognition can secure that confidential information
is not accessible for unauthorized persons for example during a
presentation the contents are checked for these information and
adapted to the audience [12].

4 DISCUSSION

Even so the utility of context recognition is evident, mainly location-
based context recognition is implemented so far [30]. The most promi-
nent issues are discussed in this section.

4.1 Context Recognition Accuracy
High recognition rates are essential since the user is likely to abandon
the device if the received information is apparently not relevant in the
current context [24].

Lara and Labrador compare several studies which achieved recog-
nition accuracies of about 90% for a small selection of contexts – even
in real life which has usually lower recognition rates [18]. But these
recognition rates are not comparable since most studies differ in the
used sensors and receivers, recognized contexts, classifiers, experi-
ment settings (lab or real life), and users.

4.2 Context Models
Unfortunately, the definition of context in the field of context recogni-
tion is only discussed by few like [8, 27, 31, 34]. So far no general con-
text model is established and most studies (for example [6, 16, 22, 32])
just create a context model consisting of the relevant aspects for their
study like ten different activities they want to distinguish. For this
reason, studies are hard to compare or classify.

Furthermore, not all aspects of context are well researched: Most
studies concentrate on location or rather simple activities such as walk-
ing or running but neglect fields such as people nearby or complex
activities like phoning during walking [18, 30].

4.3 Design Patterns for Context Aware Systems
Above all, wearable devices have to be easy to use: In general, users
are no specialists and they do not accept long learning phases even
though they embrace advanced functionality [29]. For this reason, the
current captured context must be clear to the user so that changes in the
user interface and system behavior are comprehensible. In addition,
confusion may be prevented in misclassified contexts.

Another aspect enhancing the understanding is system feedback
like telling the user about the next steps the system will carry out and
asking the user for confirmation [4].

Some studies (such as [9, 10, 25]) propose frameworks for context
recognition systems which would unify and simplify the process of
developing these systems. However, the frameworks are only partially
used.

Moreover, the user should be allowed to disable the context aware-
ness of the device for privacy protection and it may be feasible to dis-
play the current context awareness level indicating that the device is
currently executing the context recognition besides the user input as a
secondary task.

4.4 Classification
The context recognition accuracy depends strongly on the classifier.
This classifier has to be adaptable to the user since context is mostly
user-related. The majority of currently used classifiers just learn from
the initial learning set but not from data which is collected later on.
On the one hand this makes the classification process low maintenance
and does not demand user input. On the other hand it is not possible

to adapt the classifier to the current user which could result in lower
recognition accuracy since users may perform activities in a different
manner [18].

A better adaption to the user can be reached by semi-learning clas-
sifiers which do not possess an initial training set but rather collects
the data when the user tells the device to learn a new context. This
can result in a better recognition accuracy, but it could also occur that
some contexts cannot be distinguished due to contexts with intersect-
ing features such as the accelerometer sensor data which is similar for
the activities sitting and standing [22]. For this classifier the user has
to spend time to train the classifier and to be in exactly the context he
wants the classifier to learn. For some application this training is not
feasible like detecting a heart attack [18, 32].

Another approach is the use of methods for data stream mining like
stream clustering and stream classification to create highly adaptable
context recognizers which evolve while the device is used. This ap-
proach will need less user input as semi-learning-classifiers but more
than the trained classifiers. The downside is that data stream mining is
computationally expensive, and needs a lot of memory and disc space
which is not easy to implement in wearables with the given require-
ments such as low power consumption [33]. For this reason, only a
study by Abdallah et al. implemented data stream mining for context
recognition so far. The results suggests an improved performance in
comparison to trained classifiers [1].

4.5 Sensors
Sensors provide only low-level cues such as the noise level but context
is far more complex: The noise level could suggest a conversation. In
this case the present persons are relevant for the current context as well
as the topic of the conversation. This information can only be gained
by a combination of different sensors [7].

So far many different sensors have been applied in the field of con-
text recognition to determine certain contexts such as gas sensors or
EKG electrodes [16, 22]. Due to size issues, some sensors are not
used for wearables but are likely to become smaller in the future and
hereby also suitable for wearable devices.

4.6 Privacy
To become accepted, devices and applications using context recogni-
tion need to tackle the issue of privacy. It must be clear to the user
which sensors and receivers are used to gain contextual information,
and whether and how this information is stored and even transmitted.
The user must be able to retrieve and to alter the information the device
has gathered.

In addition, it is essential that only information is used that the per-
son is allowed to know, for example the user is allowed to retrieve
the names of people in a meeting but may not be allowed to know the
persons present in a meeting he did not attend or the identities of the
people during a concert he attended [4, 7].

4.7 Limitations
The limitations of context recognition are obvious in social context.
The relations between persons are complex and issues such as trust
are not easy to define even for persons themselves.

A further limitation are user-dependent, non-constant variables like
the comfortable room temperature or the level of thirstiness [4].

5 CONCLUSION AND FUTURE WORK

This paper defined context, wearable devices and context aware wear-
able devices. The process of context recognition was described and
changes to this process for the future development of these devices
were proposed such as different classifiers and a user-driven approach
to context recognition for wearables.

Furthermore, this paper illustrated possible fields of application as
well as specific use cases for wearable devices, and suggests design
patterns for these context aware systems. Besides, this paper raised
privacy issues and identified the limitations of context recognition.

Future work should build on a common context model such as the
one suggested here for a better comparability of studies, and explore
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dimensions of context which are not yet well researched. In addition,
design patterns for context aware systems should be evaluated such as
which kind of system feedback is perceived as helpful.
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Which Display for What: Comparing Different Types of Displays for
Computer Supported Cooperative Work Tasks

Bernhard Seltl

Abstract— Cooperative work has become an important part of everyday work. Nowadays, it is often supported by computers.
This paper focuses on co-located Computer Supported Cooperative Work (CSCW) on large interactive surfaces, which means that
collaboration takes place synchronously and in one place. The purpose of this paper is to examine how different types of displays
support different tasks in Computer Supported Cooperative Work best. It is stated that there is no answer which is universally valid.
The suitability of a display for a given task depends on many factors such as the task itself, the characteristics of the desired type
of group interaction, as well as properties of the collaborating group such as size of the group. Just as important are personal
preferences. At first, properties of CSCW supported by vertical and horizontal displays are compared and suitable tasks for each type
of display are outlined. After that, hybrid approaches such as Roomware by Streitz et al. [16] and other types of display like Sphere [1]
for CSCW are investigated with regard to their applicability for CSCW. These approaches are found to be promising as they provide
new possibilites in order to support collaborative work.

Index Terms—Computer Supported Cooperative Work, co-located groups, large displays, human-computer interaction

1 INTRODUCTION

Cooperative work has become pervasive in everyday work. Co-
workers meet in conference rooms or meeting rooms in order to face
a certain task like planning or generating ideas. Often digital media
is required to support collaborations. Cooperative work with comput-
ers is called Computer Supported Cooperative Work (CSCW). CSCW
may take place either synchronously or asynchronously as well as ei-
ther co-located or in different locations. This paper concentrates on
large displays which more than one user is able to interact with. More-
over, it is limited to co-located, synchronous cooperative work, as de-
fined in section 3.

Typical desktop computers do not allow for effectively support-
ing co-located group interaction due to their underlying one-user/one-
computer design paradigm. To give an example, multi-user concurrent
interaction is not possible when collaborating around a desktop com-
puter, as a single input device like a mouse has to be shared [15].
Moreover, only a limited amount of people is able to work simultane-
ously around a desktop computer so that anyone is able to reach the
computer in order to interact with it. Many different systems have been
developed to overcome the problems of typical desktop computers in
order to effectively support cooperative work. These systems comprise
extensions of the standard desktop computer as well as purpose-made
displays, such as wall-mounted electronic whiteboards or digital table-
top systems.

Providing interaction devices which do not cope with the require-
ments of a task may lead to user frustration or even degraded user pro-
ductivity [3]. So, the purpose of this paper is to investigate different
types of systems concerning their applicability to effectively support
cooperative work. A variety of related work is consulted to describe
properties of group interaction in the form of cooperative work sup-
ported by a certain display. According to these properties, the types
of tasks the display is most suitable for are to be revealed in order to
provide indication for choosing a suitable device which best matches
the specific requirements of a given interaction task.

In section 2 related work concerning CSCW and group interaction
is introduced. The authors listed in this section examined the effect of
several factors, such as display orientation, display size or group size
on how group interaction takes place and how it can be supported best
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by CSCW-systems.
Section 3 is about group interaction in general and computer sup-

ported cooperative work. The two terms are defined and several affor-
dances of CSCW systems which are to be achieved in order to effec-
tively support group interaction are presented.

Afterwards, in section 4 horizontal and vertical large displays are
compared. Some properties and emerging problems of each display
orientation are presented. Accordingly, tasks are defined, which a spe-
cific display orientation is most suitabe for.

Section 5 presents further approaches that do not fall in one of the
categories ”vertical displays” or ”horizontal displays”. Roomware by
Streitz et al. [16] serves as an example for hybrid approaches with
both types of displays. Moreover, ”Sphere” by Benko et al. [1] is pre-
sented which represents a completely different approach by providing
a spherical surface.

2 FURTHER READING

There has been much interest in Computer Supported Cooperative
Work itself and the influence of different types of displays when used
for collaborative work.

Potvin et al. [10] investigated how display orientation influences
group participation when it comes to dyads faced with a constructive
design task, discussing which display to use for which task.

Rogers and Lindley [13] questioned the claim that large displays’
shared surfaces facilitate collaboration among co-located groups.
Moreover, they investigated the effect of physical orientation of a dis-
play on group working by comparing horizontal and vertical large dis-
plays.

Scott et al. [15] defined several affordances for tabletop displays
in order to efficiently support co-located collaborative tasks. In this
paper, some of these affordances have been applied to CSCW systems
in general.

Pavlovych and Stuerzlinger [8] investigated how different screen
configurations and input devices affect collaborating supported by a
shared display.

Ryall et al. [14] examined how group size and table size affect
interactions on a shared tabletop display and proposed tasks a certain
group size or table size is most suitable for.

In [11], Prante et al. concentrated on tasks concerning idea finding
and defined affordances for CSCW systems to effectively support this
kind of task.
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3 GROUP INTERACTION AND COMPUTER SUPPORTED COOP-
ERATIVE WORK

This section is supposed to provide definitions for and characteristics
of group interaction and Computer Supported Cooperative Work as
used in this paper. Moreover, affordances for CSCW systems are de-
fined to effectively support different aspects of group interaction.

3.1 Group interaction

According to McGrath [5] the central feature of a group is the inter-
action of its members, the ”behaving together”, as he calls it. Group
interaction can be characterised by manifold properties. McGrath [5]
proposes to define interacting groups by means of four aspects.

First of all, there are the participants of group interaction, charac-
terised by their particular properties, such as their characteristics, be-
liefs and habits. Some of these properties may affect group interaction,
some may not.

Furthermore, the relations between the members of the group,
which define ”group structure” [5], have to be taken into account. The
relations looked at in this work comprise mainly those which are usual
in working environment, such as between co-workers.

Moreover, one has to consider the environment in which group in-
teraction takes place. CSCW often focusses on office scenarios taking
place in meeting rooms or conference rooms.

A further important aspect of group interaction is the task the group
has to carry out. Concerning tasks, McGrath [5] proposes that there
are four general processes which a task may aim to achieve: ”Gen-
erate”, ”Choose”, ”Negotiate” and ”Execute”. ”Generate” comprises
Planning Tasks, that is generating plans, and Creativity Tasks which
serve to generate ideas. ”Choose” comprehends Intellective Tasks,
which means solving problems with a correct answer, and Decision-
Making Tasks whereupon the group members determine which answer
is the correct one. Cognitive Conflict Tasks describe tasks which aim
at resolving conflicts of viewpoint. Along with Mixed-Motive Tasks,
which serve to resolve conflicts of motive interest, it is assigned to the
”Negotiate” process. The last process, ”Execute”, involves Contests
and Battles, that is resolving conflicts of power, as well as Perfor-
mances, which aim at excelling.

Another important factor of group interaction is awareness of group
activities, which Dourish and Bellotti [2] define as the ”understanding
of the activity of others, which provides a context for your own activ-
ity”.

Furthermore, there is a variety of roles that exist during collabora-
tive work. Roles describe an individual’s relationships to the shared
work objects and the other members of the group [2]. Usually, a role
defines the operations which can be performed when being assigned
that role. For example, if a member of collaborative worked is as-
signed the role of the interactor, only this member is allowed to in-
teract with the shared display. However, the members of the group
typically switch between roles during collaborative work.

Finally, one factor of group interaction is the size of the group. As
Rogers et al. [12] state, groups of different sizes develop different
work strategies in order to achieve the same collaborative goal. While
smaller groups are more likely to share the digital resources of a table-
top than larger groups, larger groups tend to divide the task and assign
roles to each person. In their study, Ryall et al. [14] observed that
larger groups achieved a task faster than smaller groups, as the task
was highly parallelizable.

3.2 Computer Supported Cooperative Work

3.2.1 Definition of CSCW

Computer Supported Cooperative Work (CSCW) can be classified in
several ways. Johansen [4] proposes a matrix illustrating the time
and space cooperative work takes place in (see table 1). Concern-
ing time, cooperative work takes place either synchronously or asyn-
chronously, that is at the same time or in chunks at different times.
In terms of place, it is executed either on same physical space or in
the distance. Asynchronous cooperative work executed at different

Same Time Different Time
Same Place Face to face in-

teraction
Asynchronous
interaction

Different Place Synchronous
distributed
interaction

Asynchronous
distributed
interaction

Table 1. Time-space matrix according to Johansen [4].

places describes collaborative work with the objective of communica-
tion, such as e-mail or via blogs, and coordination, like version control
[9]. Co-located asynchronous collaboration can be found during on-
going tasks, for example in shift work. Synchronous cooperative work
taking place in different places involves remote interactions like video
conferences. Co-located synchronous Computer Supported Coopera-
tive Work describes face to face interactions, for example in a meeting
room, in a conference room, or a common workspace [9].

This paper confines itself to co-located Computer Supported Co-
operative Work, as the types of displays compared in this paper can
predominantly be found in this type of collaborative work.

3.2.2 Affordances of CSCW systems
There are some affordances a CSCW system can achieve in order to
effectively support the aspects of group interaction defined above.

Scott et al. [15] propose several guidelines for effective co-located
collaboration around a tabletop display. While some of them are ex-
clusively valid for tabletops (see 4.1.1), others can be used to define
affordances for CSCW systems in general.

One affordance they defined is that a system used for CSCW should
support natural interpersonal interaction. This means that the commu-
nication process resulting from the system does not hamper normal
co-located conversation, including both talking and gesturing. To give
an example, Prante et al. [11] observed that groups do not follow any
fixed phases, such as collecting ideas first and rate them later, when
generating a shared idea space. Instead, they found a rather unstruc-
tured pattern of actions. Prante et al. demand that this unstructured
pattern should not be straitjacketed by process constraints provided by
the CSCW system, in contrast to some brainstorming software realisa-
tions they relate to [11].

Another important requirement a CSCW system should meet is
supporting fluid interaction. According to Scott [15] fluid interac-
tion comprises three aspects. At first, they demand CSCW systems
to support fluid transactions between activities. It should be easy to
switch between writing, drawing or manipulating artifacts. This can
be achieved by providing only one type of interaction device or touch
input to perform every activity, although there might be devices which
are more suitable for a certain single activity. A CSCW system should
also support transitions between personal and group work. Scott et al.
[15] state that allowing users to maintain distinct areas could be ben-
eficial to allowing for transitions between individual and group work.
This could be achieved either in hardware or in software. The third af-
fordance concerning fluid interaction is to support transitions between
collaboration on the CSCW system and external work. As work is of-
ten not performed exclusively on the same system, a system support-
ing cooperative work should allow for incorporating work generated
externally into the current activity.

Moreover, a system used for CSCW should allow for simultaneous
user interactions. When collaborating supported by a single system
which does not support concurrent multi-user interaction, such as tra-
ditional desktop computers, users are forced to share the input device.
However, concurrent multi-user interaction to interact with the display
in parallel is often desirable. In order to provide concurrent multi-user
interaction both hardware and software have to be taken into account.
That means that both hardware and software have to provide multiple
input devices or touch screens which are able to distinguish between
multiple users. There are multiple possible types of input mechanisms,
such as mice, gestures or TUIs, however, the most beneficial under
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different collaborative situations still has to be found [15]. A further
reason for integrating simultaneous interactions is that passing the in-
put device can be regarded as socially awkward in some situations and
that non-interacting group members have to stand to the side when
collaborating around vertical displays which do not provide multiple
input, as observed in [13]. Moreover, Prante et al. [11] observed a dra-
matic decrease in performance for an asynchronous work mode when
it comes to idea finding. So they demand that one important require-
ment for CSCW tools used for idea finding is a synchronous work
mode allowing for parallel input to the shared idea space is realised.

According to Dourish and Bellotti [2] awareness, as defined in the
previous section, is critical to successful collaboration. Accordingly,
awareness has to and is commonly supported in Computer Supported
Cooperative Work systems. Knowing what each other is doing pro-
vides a context which is necessary to make sure that one’s contribu-
tions are beneficial to the task-solving process. Awareness is required
to coordinate the activities of the group members as well as the sharing
of information, which is important for successful collaboration. More-
over, a lack of awareness in the sense of not knowing what someone
else has already done can lead to duplicate work [11].

Other affordances of CSCW-systems seem to be profane but are
equally important. As Rogers and Lindley [13] state, the degree of
accessibility and shareability of displays and interaction devices have
an impact on how groups cope with a task and how they coordinate
collaboration.

Obviously, not all of the affordances described above are achievable
all in a time, some of them are even mutually exclusive. For example,
providing private space to each group members, as will be stated in
4.1.1, hampers maintaining awareness of what each other is doing.
Which affordances are to be achieved depends on the task and the
resulting desired properties of cooperative work.

4 COMPARING HORIZONTAL AND VERTICAL DISPLAYS FOR
COMPUTER SUPPORTED COOPERATIVE WORK

This section concentrates on large displays providing an interactive
surface to support CSCW, such as tabletops and wall surfaces. Com-
pared with traditional desktop computers, interactive surfaces provide
certain advantages. Pavlovych and Stuerzlinger [8] refer to novel ways
of interactivity, as these types of displays can integrate other input de-
vices than mice and keyboards, such as laser pointers, marker pens or
touch-sensitive surfaces. Moreover, according to Rogers and Lindley
[13], this type of system allows for fluid collaborative interaction as
defined in section 3 better than others such as a single PC with key-
board and mouse input. According to Pavlovych and Stuerzlinger [8]
interactive tabletops and interactive walls are ”one of the few tech-
nologies that seamlessly aid co-located collaborative activities”. So,
collaborative setups usually make use of large displays which are ori-
ented either vertical, such as wall-mounted displays or horizontal, like
tabletops, or they combine both types of surfaces [8].

In this section, horizontal and vertical large displays are compared
with reference to their applicability to support collaborative tasks. It
is stated, whether and how the physical orientation of large interactive
displays affects collaborative work. At first, properties of working
with each display orientation are outlined. Afterwards, potential tasks
are presented the particular type of display is most suitable for. Finally,
the two types of displays are compared to each other with a view to the
affordances of CSCW tools defined in section 3.2.2.

4.1 Horizontal displays
In this section, different types of horizontal displays are introduced.
Subsequently, benefits and problems concerning collaborative work
around horizontal displays are outlined. On this basis, potential tasks
which horizontal displays are suitable for are presented.

Scott et al. [15] describe four general classes of digital tabletop
systems: digital desks, workbenches, drafting tables and collaboration
tables. Digital desks aim at replacing traditional desks by integrat-
ing tasks which involve paper-based and digital media. Workbenches
are tables a semi-immersive, virtual reality environment is projected
above, allowing users to interact with digital media. Drafting tables

have an angled surface and aim at replacing a drafter’s or artist’s table.
Collaboration tables are digital tabletops which support collaborative
activities of small groups. As with Scott et al. [15] this paper focuses
on collaboration tables (figure 1), however, considering properties of
other types of tabletop systems which are potentially conducive to hor-
izontal displays supporting cooperative work.

The size of the table may also play a role in CSCW around horizon-
tal displays. As Ryall et al. [14] state, intuition tells us that a larger
table is always better, as more information can be displayed and indi-
vidual space can be provided to each member of the group. However,
there are some factors that have to be taken into account when choos-
ing between different table sizes. Concerning resource management,
the larger a table is, the more difficult it may be to share a single copy
of a resource. Moreover, table size has an impact on group dynamics,
including the distribution of work among members, the roles members
of the group may assume and the strategies the group uses to solve a
problem. Other factors are physical reach and visibility. Objects that
can not be reached can not be interacted with and documents on the
other side of the table may be hard to read. The impact of the size
of the table varies with the type of the task. While properties of large
displays might be desirable faced with a certain task, a different task
might demand properties of group interaction around smaller tables.
However, in the specific setup of the study driven by Ryall et al. [14]
no significant difference concerning the speed of task completion sup-
ported by tables of different sizes could be observed.

Fig. 1. Collaborating around a horizontal display [13].

4.1.1 Affordances of horizontal displays for CSCW

In addition to the affordances of CSCW systems in general, as defined
in section 3.2.2, there are some affordances of horizontal displays in
particular, when used to support cooperative work. According to Scott
et al. [15] one of these affordances is to support the use of physical
objects. Horizontal displays often replace conventional tables. So,
they need to be robust, as people should treat them like normal tables
and place their arms or different things, either task-related such as
notebooks or not task-related like beverages on them [15]. Moreover,
the display should be robust enough to allow for writing or drawing on
it. The authors state that people know how to interact with each other
as well as with objects on a usual table. Horizontal displays must
not hamper the users’ previous experiences with traditional media on
tables. However, people should be able to recognize that the digital
capabilities of large horizontal displays offer certain possibilities.

Another affordance defined by Scott et al. [15] is to allow users
to maintain distinct areas. They suppose that maintaining distinct ar-
eas, realized either in hardware or in software, might be beneficial to
the transitions between individual and group work. So they advise
against round tables where realizing individual areas is difficult. Pro-
viding a separate personal display would allow for individual space,
but may hamper interpersonal interaction. Moreover, as already stated
in section 3.2.2, providing separate space may also hamper maintain-
ing awareness of what each other is doing.
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According to Scott et al. [15] tables are an ideal environment for
sharing information and objects. So another affordance is to pro-
vide shared access to physical and digital objects, allowing for simply
pointing to a shared object, which facilitates group communication.
Moreover, interacting with shared objects maintains the group focus
and is beneficial to maintaining awareness within the group. One prob-
lem that arises is that an object cannot be oriented towards all group
members standing or sitting around the table at once. So software
running on horizontal displays should allow for arbitrary rotating of
objects [6].

A similar affordance concerns the appropriate arrangement of users.
During collaboration around a horizontal display, people are sitting or
standing at a variety of locations, in relation to the table and in relation
to other group members. Staying for too long in a person’s ”intimate
space” [15] may make people feel socially awkward. Size and shape
of the table should be taken into account when collaborating in order to
achieve a certain task. If a task requires coordinated actions, it may be
supported best by close user positions, which can enhance workspace
awareness [15]. However, when a task demands mainly conversation,
people prefer to sit in a face-to-face or corner seating arrangement.
So, a system should support multiple arrangements of users. More-
over, the system should provide an ergonomic form factor which is
suitable for a given activity. For example, for tasks where users are
sitting around the table, there should not be a projector placed under
the table. Furthermore, another affordance that emerges when talking
about the appropriate arrangement of users is readability. Informa-
tion displayed on horizontal displays must be readable in an office’s
lighting conditions from any position around the table. Additionally,
according to Rogers et al. [12], not having fixed seating allows users
to switch places and move freely around the table, which encourages
fluid switching of activities between group members.

Finally, Ryall et al. [14] observed in their study that in smaller
groups a shared physical ressource was placed in the center of the ta-
ble, while in larger groups, one person held it in the air so that anyone
could see it. They propose to provide vertical displays for shared in-
formation or to provide multiple views of that information displayed at
multiple orientations. Systems providing both horizontal and vertical
displays will be looked at in section 5.

4.1.2 Properties of collaborative work supported by horizontal
displays

Concerning Computer Supported Cooperative Work around horizontal
displays many observations have been made [12, 13]. This section
is supposed to point out the properties of collaborative work when
supported by horizontal large displays.

Rogers and Lindley [13] observed in their study that participants
tend to switch more between roles when collaborating around a hor-
izontal large display. The person, who interacted with the display
changed more often compared with the vertical setup. This obser-
vation is reflected in their finding that horizontal displays encourage
groups to work together more closely. Sharing a common representa-
tion of what they are working on, it is more easy for an individual to
make a contribution to solving the given task.

Moreover, they state that more ideas were explored in the horizontal
setup of their particular study.

Additionally, they found out that the participants of the study had
a greater awareness of what each other in the group was doing. This
was due to the fact that the participants were close to each other and
that they took care of their activities together. Rogers and Lindley
found out that there was little evidence of parallel or separated work-
ing. Moreover, they observed that it is less difficult to switch fluidly
between paper and display-based interactions with horizontal displays.

Rogers et al. [12] argue that tabletop displays are suitable for small
groups since members of small groups are able to collaborate more
naturally, comfortably and effectively when working around a table-
top display compared with working around desktop computers or other
vertical displays. The authors state that working around tabletops en-
courages contributions from all group members, in contrast to collabo-
rating supported by desktop computers. Moreover, they state that col-

laborating supported by tabletops supports more equitable problem-
solving and decision-making.

There are also some problems concerning collaborating around hor-
izontal displays. First of all, the number of people which are able to
collaborate around horizontal displays is limited. Rogers and Lindley
[13] state that any more than three or four people in a group may have
difficulty in talking to each other while interacting with the display
and taking notes.

Moreover, there are ergonomic problems that might arise when
working around horizontal displays. In the study of Potvin et al. [10]
some participants preferred the vertical setup due to ergonomical prob-
lems when working with the horizontal display, especially concerning
head and neck position.

Some other problems concern the size of horizontal displays. Hor-
izontal displays are limited in display space, as objects in the middle
of a table which is too large can not be reached. Moreover, horizontal
displays in general take up more room than vertical displays [6].

Furthermore, when standing in front of a horizontal display, Potvin
et al. [10] found out that there is less eye contact between participants
in dyads as looking at each other was considered as awkward in that
situation.

Finally, there is a danger of losing structure resulting in potential
inefficiency when collaborating around a horizontal display [13]. As
each user may contribute, potentially more solutions are generated and
evaluated. However, this can be regarded as inefficient, as it is not al-
ways clear what each one should do and whose turn it is. Providing a
setup which constrains the way people collaborate facilitates more co-
ordinated and parallel ways of working which may, however, hamper
other forms of collaboration such as idea generation.

4.1.3 Suitable tasks

Rogers and Lindley state that horizontal displays facilitate best ”col-
laborative and fluid interactions” [13]. The members of a group work-
ing around a horizontal display switched more between roles, dis-
cussed more, were more focused and knew what each other was doing.
Participants of the study mentioned that the horizontal setup was suit-
able for creative and informal types of collaborative tasks.

Moreover, Rogers et al. [12] argue that horizontal displays such
as tabletops are perfectly suitable for activities which demand users
to look down on information from above, like visualizing, arranging
or comparing. So they are very effective at supporting tasks where
arranging and manipulating is demanded.

As already mentioned above, the size of the table may also influ-
ence group activities and therefor the task which a table of a certain
size is most suitable for [14]. If a task can easily be accomplished by
divide-and-conquer, a larger table might be preferrable, as a larger ta-
ble provides enough room for each member of the group to have their
own work area in addition to the shared area in the middle of the ta-
ble. For tasks with many coordinated activities demanding awareness
of the workspace and each others’ activities a smaller table seems to
be more suitable.

4.2 Vertical displays

This section is about vertical large displays used in CSCW (figure
2). At first, properties and resulting problems of collaborative work
around a vertical large display are presented. Afterwards, tasks are
defined vertical displays may be suitable for.

4.2.1 Properties of vertical displays

One observation that has been made is that there tends to be more
asymetrical collaboration when working around vertical displays com-
pared with horizontal displays. Rogers and Lindley [13] observed that
in groups of three one participant of a collaborating group often in-
teracted with a vertical display while the members watched. Accord-
ingly, participants of their study being described in [13] stated that
they found it more difficult to collaborate in front of a vertical large
display.
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This fact goes hand-in-hand with their finding that there is less
switching between roles in the vertical setup. The role of the inter-
actor, that is the person who interacts with the display, rarely changed
within the groups participating in their study. One has to admit that
in this study the role of the interactor was bound to a pen which was
necessary to interact with the surface. Providing a touch display might
simplify the switching between roles, as the participants of the study
stated that they found it socially awkward to explicitly offer the pen to
the others.

Moreover, appropriate to their finding concerning a tendency to-
wards asymetrical collaboration when collaborating in front of vertical
displays, Rogers and Lindley [13] noticed that the focus of attention
was divided between the participants of their study. This is contrary
to the horizontal condition where the members of the group tended to
deal with only one subject at a time. While the interactor focused on
the display, the other members of the group took care of other subjects
in parallel.

In contrast to their assumption, Potvin et al. [10] found out that
there is significantly more eye contact between participants of col-
laborative work with vertical display orientations than with horizontal
orientations when it comes to dyads that stand around a display. The
participants stated that looking at the other person was less cumber-
some in the vertical condition than in the horizontal one.

Moreover, it is more easy to show information on the screen to an
audience of people. Additionally, according to Rogers and Lindley
[13], vertical displays are able to deal with groups which change in
size.

Concerning awareness, people had difficulty in knowing what each
other was doing. That applies especially to the interactor, who turned
his back towards the other members of the group when interacting with
the vertical display [13].

Moreover, one has to take ergonomic problems into account. As
with the horizontal setup, some of the participants of the study in
[10] stated that they did not like vertical setup due to ergonomic rea-
sons. Interacting with vertical displays may cause problems such as
the gorilla-arm-effect.

Fig. 2. Collaborating supported by a vertical display [10].

4.2.2 Suitable tasks

In this section tasks are outlined which are supported best with vertical
displays with regard to collaborative work.

There are some tasks which are usually accomplished with the help
of standard non-digital whiteboards. Consequently, these tasks can
also be achieved by digital whiteboards, possibly in a more efficient
way, for example by digitally saving the content, logging, and so
forth. As Mynatt et al. [7] state, whiteboards are often used as an
interface for thinking and are therefore often used for pre-production
tasks which are mainly about understanding ideas, tasks or concepts.
Production work based on that thinking is usually accomplished else-
where. Examples for this type of tasks are drafting ideas for a web
page or to organize concepts to be put into prose later.

Furthermore, as mentioned above, vertical displays are effective for
audience-based tasks as information can easily be shown to a large
number of people.

Moreover, as Rogers et al. [13] state, they are suitable for tasks
where groups are likely to change in size.

Pavlovych and Stuerzlinger [8] found in their study that walls are
preferrable when more efficient interactivity is requested, in contrast
to situations where people collaboratively visualize appropriate data at
close range, which horizontal displays are more suitable for.

4.3 Comparing CSCW with Horizontal and Vertical dis-
plays

In this section the findings of the previous sections concerning hori-
zontal and vertical displays are summed up and brought into the con-
text of group interaction and efficient CSCW as defined in section 3.

One affordance was to support natural interpersonal interaction in-
cluding to encourage conversation and discussion. Potvin et al. [10]
did not find any significant differences between horizontal and verti-
cal displays concerning the amount of discussion of dyads when faced
with a design task. However, they observed that there was signifi-
cantly more face-to-face contact in the vertical condition. Concern-
ing equality of verbal participation, that is participating in discussions,
and equality of physical participation, that is interacting with the sur-
face, however, no significant differences could be observed, at least for
dyads.

There is a danger of losing structure and efficiency when working
around horizontal displays [13]. Roles are often better defined in ver-
tical setups.

According to Rogers and Lindley [13], when a certain task requires
the group faced with it to work in collaborative activities, which de-
mand to use and create a variety of representations, horizontal interac-
tive displays are preferable. Examples for this type of tasks are joint
idea generation and distributed planning.

Vertical displays are more suitable when a shared surface for com-
munal or audience-based viewing is desirable, especially when the in-
formation shown is not to be talked about or referred to. As an ex-
ample, Rogers and Lindley [13] cite the showing of visualisations or
slideshows as well as sharing video or other media.

Dividing work may be desirable for certain kinds of tasks. It re-
duces, however, opportunities for equitable participation, for example
in idea exploration and decision-making. As mentioned above, divid-
ing work is supported best by vertical or by large horizontal displays
providing personal space.

In sum, which display is the most suitable for CSCW depends
mainly on the given task and which characteristics of group interac-
tion are desired in order to achieve it. But the personal preferences of
the members of the group should be taken into account. In the study
of Potvin et al. [10] one half of the participants preferred the horizon-
tal display while the other half preferred the vertical setup, working in
dyads and faced with the same task. Moreover, they observed that the
participants were able to work efficiently in both vertical and horizon-
tal displays. Potvin et al. [10] state that the choice of vertical versus
horizontal displays might not be as important as they thought. They
suppose that other factors like physical positioning of the participants,
that is whether they are sitting or standing, might be more influential to
effective collaborative work. So, concerning the choice between hor-
izontal and vertical displays, Potvin et al. [10] refer to more profane
factors, such as the cost of the display or the space consumed are to be
taken into account, which both argue for vertical displays.

5 FURTHER APPROACHES

In this section, further approaches that do not fall in one of the cate-
gories ”vertical displays” or ”horizontal displays” are presented.

5.1 A hybrid approach: Roomware by Streitz et al.
This section is about approaches integrating both horizontal and verti-
cal displays for Computer Supported Cooperative Work. One example
for such an approach is the use of several so-called roomware compo-
nents in order to support cooperative work.
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In their vision of ”Cooperative Buildings” [16] Streitz et al. propose
the use of roomware components to combine Computer Supported Co-
operative Work, Ubiquitous Computing, Augmented Reality and Ar-
chitecture. By roomware components are meant room elements, such
as walls, doors or furniture, augmented by computer-based informa-
tion devices.

One example for an environment integrating roomware components
is i-LAND. It consists of an interactive wall, called DynaWall, an In-
teracTable and several so-called CommChairs and ConnecTables. The
InteracTable is an interactive table designed for ”creation, display, dis-
cussion and annotation of information objects” [16] and can be used
by small groups of up to six people standing around it. According to
the classifications of horizontal displays given in section 4.1 the Inter-
Actable represents a collaboration table.

CommChairs are mobile and networked chairs with integrated in-
teractive devices allowing users to communicate and share information
with people sitting in other chairs or interacting with other connected
components.

ConnecTables are small tables with adaptable display height and
angle suitable for individual work as well as for small groups. Due to
the adaptable height and angle, it can be used standing up or sitting
in front of it on a chair. Multiple ConnecTables can be arranged to
form a large display area by moving them close enough to each other.
In accordance with the classification of horizontal displays in 4.1, a
ConnecTable is either a digital desk or a drafting table when used for
individual work or a collaboration table when used by small groups or
even larger groups when arranged to form a large display.

All roomware components are connected allowing for manifold co-
operative sharing capabilities.

The question arises, whether providing more than one display is
conducive to collaborative work. A study carried out by Rogers and
Lindley [13] aimed at investigating collaboration inside groups when
provided both horizontal and vertical interactive surfaces in order to
cope with a task involving decision making and planning. As the study
was only carried out with groups of three provided with two types of
displays, further investigation is needed to make more general state-
ments about collaborative work in groups of different sizes provided
with different types of displays.

The participants of the study decided to use both displays to cope
with the problem, allowing for creating different roles and collaborat-
ing in parallel. However, this setup lead to a loss of discussion and
hampered sharing of ideas, which is not always desirable. Likewise,
the members of the group had difficulty in maintaining awareness of
what each other was doing. As Rogers and Lindley [13] state, this
problem arises, for example, when vertical displays are used, as the in-
teractor has to turn away from the rest of the group, which contributes
to the loss of awareness. So, deciding on an approach involving sev-
eral displays may overcome some of the problems that arise when col-
laborating supported by a single display, but at the expense of group
awareness and collaboration.

5.2 Other approaches
Apart from horizontal and vertical displays there are also other types
of displays which might be suitable for CSCW. One example are the
extended tabletops by Rogers et al. [12]. Furthermore, inclined, bent
or even spherical displays, as described below, might provide proper-
ties that are beneficial to CSCW. However, further research examining
CSCW supported with these types of displays is needed.

5.2.1 Extended Tabletops
Rogers et al. [12] propose extended tabletops with tangible user in-
terfaces (TUIs) providing additional information in order to overcome
the disadvantages of collaborating around tabletops.

One of the disadvantages of tabletops is that they typically provide
only limited display space and resolution, restricting the types of col-
laborative interactions that take place, especially when projectors are
used to display information. Moreover, if the tabletop is interacted
with via touch input, further disadvantages emerge, such as the fat fin-
ger problem or that only a few gestures can be interpreted.

Rogers et al. [12] propose to extend the tabletop by integrating it
with other spaces and objects in the physical world to support more
types of collaborative tasks. For the tabletop, they chose a large hor-
izontal surface as large displays have been found to encourage more
collaboration and awareness, compared with smaller surfaces. This is
due to the fact, that it is not possible to reach all of the board, making
the members of the group to ask each other to perform an action, when
the area of the surface or the object they want to interact with is not
reachable.

According to Rogers et al. [12] tangible and augmented reality in-
terfaces are beneficial to reducing the separation between the physical
and digital domains by supporting the natural way people interact with
everyday objects in the physical world. So, they aim at providing the
best of both worlds by allowing co-located groups to perform tasks
demanding a physical space while the tabletop is used for tasks for
digital representation.

In their study described in [12] they use a DiamondTouch table-
top embedded in a table and provide several tagged physical objects
serving as TUIs. Moreover, a physical selection space in the form of
a vertical board displaying further information for each object is pro-
vided.

They found out that providing tagged physical artifacts extending
the tabletop display can be beneficial to achieving certain kinds of col-
laborative tasks which are more difficult to achieve at a normal shared
tabletop surface. One advantage of physical representations is that
they can be held up and passed around which encourages the group
members to communicate and discuss options.

Moreover, physical selection spaces enable group members to stand
beside each other and ”scan, evaluate, choose, show and compare
items” [12] displayed on them. Providing physical-digital transforms
allow for rapidly switching between physical and digital representa-
tions, which offers different perspectives on the problem space.

5.2.2 Spherical displays
A further type of display is ”Sphere” by Benko et al. [1]. Sphere is
a spherical display provided with an infrared camera to realize multi-
touch sensing and a projector projecting information from the bottom
of the device onto the surface (figure 3). So, Sphere integrates dis-
playing and sensing in one device preventing shadowing or occlusion.
Sphere allows for several types of user interaction, such as select-
ing, scaling, translating and rotating, as well as browsing and task-
switching.

Due to its spherical design each user can only see at most one half
of the display at a time. Benko et al. [1] believe that while this fact
might be a disadvantage for some applications it could be beneficial in
some other scenarios. As an example, they stress the fact that multi-
ple people can interact with the same display without disturbing each
other.

Moreover, none of the users is situated in a ”master user” position
[1], in contrast to, for example, vertical displays where one user is
situated in the in a more central position than the others or horizontal
displays where one piece of information is oriented towards only one
user. The authors state that this leads to an egalitarian user experience.

Furthermore, they argue that a spherical display can be seen as a
surface which continuously combines vertical and horizontal displays.
While the top of the sphere can be considered a shared, horizontal
display, the sides of the sphere serve as many vertical displays with
smooth transitions.

Finally, Sphere provides so-called ”pseudo-privacy” [1], as users
interacting with a sphere have a general sense for what parts of the
sphere can be seen by other users. So, users can determine by standard
social cues, such as the movements of other users, when content on
their side of the sphere can be seen by other users, ensuring a certain
pseudo-privacy.

In sum, Sphere provides some properties that cannot be easily
achieved by horizontal or vertical displays. These properties might
allow for new possibilities in CSCW when supported by Sphere. How-
ever, further research is needed to determine which types of tasks can
be effeciently supported by a display in the form of a sphere.
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Fig. 3. Collaborating around sphere [1].

5.3 Conclusion

Hybrid approaches involving several displays such as i-Land offer cer-
tain possibilities to overcome some of the disadvantages of single-
display setups. Providing more than one display allows for more co-
ordinated and parallel collaboration. However, this is achieved at the
cost of discussion and awareness. Moreover, some of the problems
of single displays can not be solved when provided with additional
displays.

Approaches integrating TUIs and augmented reality, such as the ex-
tended tabletop by Rogers et al [12] are also promising. Extending the
tabletop into a physical-digital space provides additional opportunities
for collaborative tasks. It invites all group members to browse, pick
up, pass around and compare options.

Different types of displays, such as bent or inclined displays or even
spherical displays as presented in this paper might offer new possi-
bilites for CSCW which can not be achieved with horizontal and ver-
tical displays. However, there are some problems that emerge when
collaborating supported by these types of displays. So, bent, inclined
and spherical displays, for example, only allow for a small number of
users at a time, compared with large interactive tables or interactive
walls.

6 DISCUSSION

In this paper, group interaction has been classified and its main char-
acteristics have been lined out. After that, affordances for CSCW sys-
tems have been defined to support some of these characteristics. It has
been argued that not all of the affordances can be achieved at once
with a single display for CSCW.

Having compared the applicability of horizontal and vertical large
interactive displays for CSCW, the finding emerged that none of the
display orientations is cardinally better than the other. As lined out in
the paper, the type of display which supports Computer Supported Co-
operative Work best depends to some extent on the task to be achieved
and the desired characteristics of group interaction among the group
members, as well as properties of the group itself, such as the size
of the group. While horizontal displays such as tabletops might be
beneficial for informal and creative tasks where a lot of collaboration
and communication is demanded as well as in situations where people
have to visualize, arrange or compare data at close range, vertical dis-
plays are preferable for audience-based tasks or when more efficient
interactivity is desired. Moreover, which display is the most suitable
depends on individual preferences. In [10] one half of the participants
preferred one type of display while the other half preferred the other
one.

Hybrid approaches such as Roomware, as presented in this paper,
attempt to overcome the disadvantages of single displays by providing
multiple different types of displays for different types of tasks. How-

ever, providing multiple displays might encourage users to work in
parallel instead of collaborating, which might be desirable for paral-
lelizable tasks but not for tasks where collaboration is demanded.

Other types of displays, such as bent, inclined or spherical displays,
as presented in this paper, allow for types of interaction which can
not be performed with horizontal or vertical displays, which provides
some interesting opportunities for CSCW. However, at the same time,
there are some disadvantages that emerge when collaborating with
these types of displays. Further research is needed to determine the
applicability of these displays for CSCW.
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Speech interaction while driving

Peter Siegl

Abstract— The rising complexity of modern infotainment systems requires alternative interaction methods. New modalities like
gesture and speech interaction are seen as promising means by the automotive industry. Speech offers numerous advantages over
manual input like hands- and eyes-free interaction. However, it does not come without limitations and may not be suited for every
task. This paper gives an overview over speech interaction while driving. As introduction a in-depth look at the characteristics of
the automotive interaction environment is given. Advantages for speech interaction such as the potential for safety improvement and
limitations like speech recognition accuracy are described. Based on a literature survey design recommendations are presented.
At the end, one central question gets discussed: For which secondary tasks is speech interaction a valid alternative to common
interaction methods?

Index Terms— automotive speech interaction, speech interface, voice user interface, speech recognition, secondary tasks

1 INTRODUCTION

In the recent years ubiquitous computing has reached the car. Mod-
ern built-in infotainment systems are highly complex and offer a great
variety of luxury functionalities. To improve the driver’s comfort info-
tainment systems combine navigation systems, music players as well
as applications related to cellular phones [17]. In addition internet ac-
cess is provided and some systems even offer a text-to-speech function
to read aloud emails or instant messages [7].

Against this flow of information the driver still has to focus primar-
ily on the road and the surrounding traffic. The task of driving im-
poses a high cognitive load and even short secondary interactions can
put driver and environment at risk [24]. In years auto manufactures
therefore have searched for alternative interaction methods to handle
the numerous functions of infotainment systems. Upcoming means of
interaction like gesture and speech input seem to be promising.

Especially speech interaction uses a non-visual channel which does
not directly interfere with the driver’s visual or manual channel [40].
Thus, a hands- and eyes-free interaction is possible and the driver can
focus on the driving task while using the infotainment system safely.
Recent studies confirm that speech interaction can improve usability
and safety compared to a traditional visual-manual interaction [3, 17].
However, speech interaction has some specific limitations. It may not
be suitable for every task and the automotive application of speech
recognition brings further challenges to common speech recognition
problems.

Today many car manufacturers offer speech interfaces. They are
usually activated by pressing a Push-to-Talk button mounted on the
steering wheel. After the activation the interface listens for a speech
command. Most speech-based interfaces offer visual as well as audi-
tory feedback.

The purpose of this paper is to investigate the question for which
secondary tasks speech interaction is a valid alternative while driv-
ing. Before answering we have to lay the foundation in understanding
the characteristics of the automotive environment. The specific chal-
lenges of in-vehicle interaction, the two types of tasks, their distribu-
tion in the car and possible input and output modalities are described.
To round up guidelines and standards are shown. Next, an overview
of speech-based system types and the underlying technology of auto-
motive speech interaction is given. A comprehensive literature survey
led to a list of advantages and limitations. The findings suggest that
speech interaction improves overall safety, although it still induces a
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certain amount of cognitive workload and distraction. For the design
and interaction of future in-vehicle speech systems a collection of rec-
ommendations is presented. Finally, the initial question gets discussed
and the paper ends with a brief conclusion.

2 AUTOMOTIVE INTERACTION ENVIRONMENT

In-vehicle interaction differs in substantial points from desktop inter-
action. There is a number of unique challenges and characteristics to
be considered.

2.1 Unique Challenges
The major challenges in the automotive environment are:

• In-vehicle interaction happens in a very limited space. The driver
is bound to his seat and both of his hands are usually at the steer-
ing wheel.

• Since the car is a moving environment, external factors like driv-
ing noise, rain, varying daytime and changing passengers can
effect interaction.

• Driving is a highly cognitive task. If another task is performed
in parallel, a split in cognitive resources is induced [40].

• Distraction is critical. Even short tasks thought to be no problem
raise the level of cognitive load and cause distraction which can
put driver and environment at risk [24].

2.2 Primary and secondary tasks
For a deeper immersion into in-vehicle interaction we have to under-
stand the activities which emerge in the car. Two types of driving
tasks can be classified [29]: primary and secondary tasks. Primary
tasks correspond to the actual driving task. The driver keeps an eye
on the road and maneuvers the car using steering wheel and pedals.
Due to driving experience primary tasks often happen out of habit. To
guarantee a high accessibility for arms and legs, devices for the con-
trol of primary actions such as hard keys, steering wheel and pedals
are placed close to the driver [32]. Secondary tasks do not have any
direct relationship to driving and cover all functions regarding info-
tainment systems, navigation and telematics. Secondary activities like
placing a phone call or entering a destination into the navigation sys-
tem can divert the driver’s attention from the road. Secondary devices
are not critical for the driving task and therefore are often arranged in
the center of the cockpit for example to control infotainment systems
[32]. However, modern multifunctional steering wheels include hard
keys to achieve secondary actions like adjusting volume and switching
songs.

Some literature also defines tertiary tasks which are equal to the
secondary tasks mentioned above [32, 23]. Whereas in this definition
secondary tasks are driving related actions which are not required for
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maneuvering the car like turning the signal on or activating the wind-
shield wipers. This paper distinguishes only between primary and sec-
ondary tasks.

To ensure that the driver’s focus lies primarily on the driving task,
numerous guidelines and principles have been established. The Soci-
ety of Automotive Engineers states the 15-Second Rule [28]. It rec-
ommends that secondary tasks which exceed 15 seconds to complete
while the car is stationary should be disallowed while the car is in
motion. Time is critical in the automotive context and as little time
as possible should be spent with the completion of a secondary task.
An analysis of the 100-Car Naturalistic Driving Study conducted by
the U.S. Department of Transportation found that drivers “who are en-
gaging in moderate secondary tasks are between 1.6 and 2.7 times as
likely to be involved in a crash or near-crash, and drivers engaging
in complex secondary tasks are between 1.7 and 5.5 times as likely”
[24]. However, simple secondary tasks which require less than 2 sec-
onds eyes-off-road did not significantly increase the risk relative to
driving-only.

2.3 Input modalities
The automotive context offers various different input modalities [23,
32]. Before the spread of complex infotainment systems, haptic and
tactile input methods like switches, knobs, buttons and sliders were
most common. Nowadays multi-functional controllers have become
very popular. They provide comfortable and unified access to all sec-
ondary functions [32]. These controllers, for instance Audi MMI [1],
BMW iDrive [5] (see figure 3) and Mercedes COMAND [4] are of-
ten combined with large displays and are usually located at the center
stack of the car. Although these devices have a good usability in gen-
eral, quick and direct access to frequently used functions like answer-
ing a call or playing the next song on a playlist should still be available
[32].

Driven by the popularity and distribution of mobile devices, touch-
screens recently appear in the car. On the one hand they overcome the
separation of input and output, on the other hand current touch screens
lack haptic feedback which can lead to distraction [32].

Multimodality combines two or more input methods to overcome
the weaknesses of the individual modalities. Manual, visual and au-
ditory input methods can be combined. In terms of speech interfaces,
the driver still can control any function via manual interaction. Mul-
timodality has proven beneficial in terms of reducing task completion
time [38].

Fig. 1. Audi MMI navigation system showing voice command hints [1].

2.4 Output modalities
Literature differentiates between visual, auditory, haptic and multi-
modal output [23, 32]:

As mentioned earlier visual attention is critical for the primary driv-
ing task. Displays therefore should not draw too much attention away
from the driver. Modern luxury cars offer three visual displays: a cen-
tral information display (CID) in the center stack (see figure 1 and

Fig. 2. BMW iDrive’s phone book user interface with activated voice
control [5].

2), a Kombi-display behind the steering wheel and a head-up dis-
play (HUD) presenting information directly on the windshield [32].
Whereas the CID and the Kombi-display are already in use for vari-
ous secondary applications, HUDs are reserved for displaying speed or
navigational information by now. If certain technology limitations are
overcome these displays may offer more complex secondary functions
like music selection. Future concepts like augmented reality envision
an interactive windshield which embeds information directly in front
of the driver [26]. The future will show to what extent such concepts
are realizable due to problems like information overload.

Auditory output provides an attractive communication channel, be-
cause it has less interference with the visual channel. For interactions
like dialing, text input or selecting a menu, speech input and output
can be combined. Text-to-speech techniques can be beneficial if large
quantities of information like messages and emails have to be con-
veyed to the driver. A drawback of auditory output is, that it can in-
terrupt ongoing conversations or playing music and become annoying
for driver and passengers [32].

In general haptic and tactile output also does not require visual at-
tention. Common physical keys or buttons have different states and
therefore provide haptic feedback for the driver [23]. The implemen-
tation of tactile feedback on touchscreens like the CID, can also be
very helpful when pressing a virtual button.

An example for a multimodal interface combining visual and audi-
tory output is the BMW parking assistent [6]. A graphical represen-
tation highlighting the distance to obstacles, images of the rear view
camera and auditory signals are combined to facilitate parking.

Fig. 3. BMW iDrive controller [2].

3 SPEECH INTERACTION

Today’s in-vehicle speech interfaces use utterances spoken by the
driver to control infotainment functionalities or phone operations. As
previously stated most speech interfaces use a Push-to-Talk button for
activation (see figure 4). For feedback provision modern speech inter-
faces rely on a combination of visual and auditory feedback.

3.1 Background
Common tasks supported by speech interfaces are navigation task (e.g.
destination entry, route guidance and real time traffic information),
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music (changing the radio channel and selecting, playing and pausing
songs on MP3 players or smartphones) and tasks related to cellular
phones (placing and answering calls, searching lists and writing instant
messages) [17].

Although speech interfaces are available in modern cars, real-world
data of their usage is limited and it is largely unknown how often
speech is used for which tasks [17]. A rare example is the Automotive
Voice UI Usability Study commissioned by Nuance Communications
Inc. [10]. The objective of the study was to examine the usage, ac-
ceptance and the arising challenges when interacting with voice user
interfaces (VUIs). The most frequent tasks users executed by voice
were placing (83%) and accepting (80%) a phone call, followed by
entering an address (75%) and selecting a point-of-interest in the nav-
igation system (69%). The most desired areas for the improvement
of VUIs were a “better recognition in general”, “access to connected
services like weather or traffic information” and “selecting points-of-
interest by voice” [10].

To provide a better understanding of the interaction procedure with
a speech interface, two different examples are given:

Music selection with a common speech interface [17]:

System: Please say a command.

User: USB.

System: USB. Is it correct?

User: Yes.

System: USB. Please say a command.

User: Play track “Like a Prayer.”

System: Play track “Like a prayer.”

Conversational interaction with CHAT [39]:

User: Switch to music player.

System: Ok. Switched to mp3 music player.

User: What songs do you have by Alicia Keys?

System: There are 16 songs by Alicia Keys. Here are the first
few: GoodBye, Jane Doe and Caged Bird.

User: Play “Caged Bird.”

System: Playing the song “Caged Bird.”

User: Add it to a playlist.

System: Which playlist do you mean, car or work?

User: What’s on the car playlist?

System: Interlude, A Womans Worth, and Whatever.

User: Add it to the car playlist then.

System: I added the song “Caged Bird” to car.

The first interaction is an example given in [17] for a common
speech-based interface like Ford’s SYNC [11]. The interaction is
rather static and the phrases seem to be artificial. High-end speech
interfaces like CHAT [39] therefore enable a natural, conversational
dialog between the user. The second example is a CHAT dialog where
the user chats with the system in an almost human like manner. How-
ever, there is yet to be a viable natural dialogue system for the mass
market [27].

Apple’s Siri and Google’s Voice Actions are the most prominent
nonautomotive speech interfaces. Opposed to most in-vehicle speech
interfaces, Siri and Voice Actions use off-board processing which re-
quires a constant internet connection [17].

3.2 Speech recognition
Every speech interface underlies an automatic speech recognition
(ASR) system which identifies the words and phrases the driver
speaks. The field of speech recognition is challenging because as pre-
viously noted external factors like noise can harm the performance.
Further different drivers pronounce words differently and even the
pronouncement of one single person can vary due to health or stress.
Therefore speech interfaces must be robust and able to recognize every
driver independently of age, gender, dialects and individual language
[15]. This type of speech recognition system is called speaker inde-
pendent. Systems that need an additional training phase to recognize
a speaker are called speaker dependent. Forcing the driver to teach the
system in an enrollment phase is quite impracticable in the automotive
domain where immediate interaction is required [15, 34]. Especially
car sharing with changing drivers demands an independent system. To
interpret the words the driver speaks, modern ASRs rely on Hidden
Markov Models (HMM) [37].

Fig. 4. Example of a steering wheel mounted Push-to-talk button [7].

3.3 Safety evaluation methods
Speech interaction can have a promising future as in-vehicle mean of
interaction, assumed that the interaction is safe. Safety can be as-
sessed by the level of distraction caused by a speech interface [36].
This level of distraction can be compared to having a conversation or
being in deep thought [35]. Particularly in the case of complex tasks
and in demanding driving situations the distraction potential of speech
interaction can increase further [30]. A typical method for evaluat-
ing speech-based interfaces is using subjective evaluation (workload),
physiological measurement (heartbeat, perspiration, eye movement)
and performance evaluation (lane change task, distance from the ve-
hicle in the front, reaction time) [36]. A number of recent guidelines
and standards which addresses the evaluation of speech system perfor-
mance can be found in [17].

4 ADVANTAGES OF SPEECH INTERACTION

Compared to common manual interfaces, speech interfaces have a
number of advantages and benefits in terms of usability and safety.

4.1 Usability
Speech is a natural, everyday activity which is intuitive and comfort-
able to humans [16, 36, 8, 35].

Graham and Carter conducted a study comparing speech input and
manual control of in-car devices while performing a driving simulation
[16]. 48 participants performed a driving related task while simultane-
ously dialing phone numbers using three phone interface modalities:
a standard manual phone and a phone controlled by speech with ei-
ther auditory-only or auditory as well as visual feedback. The driving
performance was measured by tracking error and reaction time. As
a result the performance was significantly poorer using manual inter-
action than using speech interaction. This finding is supported by the
subjective ratings stating a significant increase in workload using man-
ual phone controls compared to the speech interfaces. The participants
found the speech interface easy to learn, logical and useful.

In [34] participants clearly preferred speech interaction over manual
interaction. However, recognition accuracy is critical for user accep-
tance of speech-based systems [15]. Ideally the accuracy scratches
near 100%. Dialog speech systems further increase usability. They do
not require specific voice commands, rather they provide a natural and
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intuitive interaction dialog [19]. Many ways of data input are possible
and the driver is able to convey multiple information at once.

Good user interface design plays an important role. Compared to
a common menu-based approach, a search-based speech interface can
improve interaction time and impose fewer cognitive load on the driver
[31].

4.2 Safety

Tertiary tasks like talking, having a phone call or interacting with the
infotainment system distract the attention of the driver from the pri-
mary driving task. Attention theory states that whenever our brain
performs more than one complex or highly cognitive task in parallel,
it can result in information overload which can put the driver and envi-
ronment at risk [40]. An example is “cognitive tunneling” which can
occur when the driver for example wants to change the radio channel
and misses the braking lights in front of him. The Multiple Resource
Model of Wickens [40] explains the level of interference between par-
allel tasks. The model indicates that speech interaction uses different
resources for perception and processing in contrast to the mainly vi-
sual driving task. In conclusion speech interaction should cause less
distraction and should not interfere with driving significantly. Numer-
ous studies confirm that speech-based interfaces can improve safety:

Simulator studies
In an experiment Tsimhoni et al. [33] examined the effects of entering
addresses into a navigation system while driving. 24 participants per-
formed three address entry methods: word-based speech recognition,
character-based speech recognition and input on a touch-screen key-
board. When using the touch-screen keyboard, the deviation of lateral
position was 60% higher than that for the two other methods. In case
of task completion time word-based speech recognition had the short-
est total time (15.3s), followed by character-based speech recognition
(41.0s) and touch-screen keyboard (86.0s). Since participants rated
address input via keyboard as difficult and unsafe and measurements
indicated a degradation in vehicle control, the authors conclude that
speech interaction is favorable.

Garay-Vega et al. [12] evaluated different speech and touch inter-
faces to control music retrieval systems. A number of 17 participants
was asked to use three different music retrieval systems in a simulator:
a multiple entry touch interface (iPod), a single turn voice interface
and a multiple turn voice interface. Secondary task performance, eye
behavior, vehicle control and workload were measured. Both voice
interfaces reduced the overall eyes-off-the-road time and had no sig-
nificant impact on hazard anticipation or vehicle control. The short-
est average task completion time of 25 seconds was measured for the
single turn voice interface followed by 39 seconds with the iPod and
47 seconds for the multiple turn voice interface. Given these results,
the authors sum up that “if appropriately designed the voice interfaces
would appear capable of offering real advantages over touch interfaces
on all measures of safety” [12].

Vollrath et al. [35] conducted a driving simulator study to compare
the level of distraction between speech-based and manual interaction
of different infotainment systems using visual and auditory output. 30
participants had to complete tasks like music selection, phone calls
and navigation data entry while performing a driving simulation (Lane
Change Task). Each task was carried out both manually and speech-
based. The level of distraction was measured by driving behavior, eye
movement, subjective assessment by the driver and evaluation by the
study manager. As opposed to manual interaction speech interaction
led to a significant improvement in driving performance. Subjective
assessment supports the results. Drivers rated their driving perfor-
mance as poorer when using manual interaction and stated less effort
and less distraction using speech. Vollrath et al. conclude that speech
interaction is preferable to manual interaction in terms of acceptance
as well as safety. The authors emphasize the importance of speech
interaction in complex traffic situations to reduce cognitive load and
clearly recommend the use of speech interaction for infotainment sys-
tems.

In an experimental study Castronovo et al. [8] measured the distrac-
tion induced by three different systems including manual, speech-only
and multimodal interaction (a combination of speech and a turn-and-
push dial). 24 subjects participated and carried out several secondary
tasks. The Lane Change Task was used to measure their distraction.
In manual condition distraction was significantly higher than both in
speech-only and multimodal. In subjective ratings speech-only is rated
with the lowest score of distraction. Although the participants were
able to perform more tasks in the manual condition, their driving was
significantly safer when using speech-only or multimodal interaction.

Studies under real traffic situations
Jensen et al. [22] describe the driver attention and behavior for three
output configurations (audio, visual and audio-visual) of a GPS sys-
tem. 30 subjects were tested in real traffic. Visual output led to a sub-
stantial amount of glances and a decrease in driving performance. Al-
though audio output had no significant effect on driving performance,
the number of eye glances was reduced.

Villing and Larsson [34] evaluated an in-car dialoge system with
three different modalities: a speech user interface (SUI), a graphical
user interface (GUI) and a multimodal interface (MM). The perceived
driving ability of ten tested subjects was significantly better with SUI
and MM interfaces.

Gärtner, König und Wittig [13] studied the influence of manual and
speech input on driving performance. 16 subjects had to execute 12
different tasks using a driver information system (DIS) under real traf-
fic situations. To determine the driving quality 31 different errors were
classified in to 8 main criteria. For both of the two most occuring er-
rors (speed too low and poor lane keeping) speech input reduced the
errors significantly as opposed to manual input. For complex tasks
speech interaction was less distracting than manual interaction and in
subjective ratings participants felt safer with speech input. Given the
results Gärtner et al. state evidence that speech input can improve
safety, especially in case of complex tasks.

Literature reviews
Adriana Barón and Paul Green [3] conducted a literature review over
15 pre 2006 studies (some of them already described above) evaluat-
ing in-vehicle speech interfaces. They summarize that speech interac-
tion leads to a better driving performance (less lane variation, steadier
speed), reduced workload (as indicated by subjective workload mea-
sures) and more time with eyes on the road as compared with manual
interfaces.

In a smaller literature review of 5 papers, Villing confirms that
speech interaction with in-vehicle systems can increase safety [34].

Recently Paul Green and Ei-Wen Lo provided another literature sur-
vey of the development and evaluation of automotive speech interfaces
[17]. Among other things, they summarize key research results of var-
ious experiments, using [3] as a starting point. The authors state that
in general using speech interfaces, driving performance is better than
using manual interfaces and in conclusion speech interaction is less
distracting.

5 LIMITATIONS OF SPEECH INTERACTION

Although speech interaction can improve usability and safety, it is not
free of certain limitations. These include usability and safety issues as
well as problems related to the underlying speech recognition technol-
ogy.

5.1 Limitations in usability
The usability of a system depends on various factors and as any modal-
ity, speech interaction has its drawbacks. Evaluating the usability of a
speech-based infotainment system Chang et al. [9] identify four com-
mon usability problem areas of speech interfaces: System organiza-
tion, push-to-talk functionality, data entry and speech commands.

Unnatural and complicated speech commands make it difficult for
the driver to remember the appropriate command, which can lead to
driver distraction and weak system response [31]. There are tasks and
concepts in the automotive context which can not be mapped to an
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intuitive and simple speech command. Replacing actions such as turn-
ing a knob, pressing a button or selecting an item could give rise to
difficulties [31]. Gradual manipulation, which can be done intuitively
pulling or twisting a knob, is lost if it is mapped to a speech command
[27]. For example opening a window “just slightly”, can only be per-
formed in discrete steps from a closed to a opened state. Consequently
opening the window one step further can be easily accomplished via
speech, for example by saying “more” [27].

Schmidt et al. [31] state a strong connection between speech recog-
nition performance and usability: A low rate in speech recognition
can be perceived as usability problem and design and implementation
problems can lead to a decreased recognition accuracy.

Some speech-based systems still include a manual control logic and
a speech-based control logic in parallel [14, 27]. This means that the
user is not able to control the menu structure displayed on the main
display, rather he has to follow and learn a speech specific control
logic. An obvious solution would be a speak-what-you-see-concept
which unifies the two separated control logics [14]. A speech interface
should offer a transparent and simple menu structure, otherwise user
confusion and frustration can occur [18]. Hua et al. [20] emphasize
the importance of the voice interface design to reduce the complexity
of today’s systems in order to minimize workload and improve safety.

5.2 Limitations in safety

To tie in with the previously mentioned Multiple Resource Model
[40] speech interaction seems to cause less distraction than manual
interaction. Nevertheless speech-based interaction can cause a dis-
tinct amount of distraction and cognitive load [33, 13, 25, 3]. For
example Lee et al. [25] compared a simple and a complex speech-
based email system to a baseline driving condition with no email sys-
tem. 24 drivers interacted with the email-system while performing a
car-following task. The collected data shows an 30% (310 ms) in-
creased reaction time and a significant increase in subjective workload
when using a speech-based email system. The authors conclude that
speech-based interaction leads to cognitive load which can affect driv-
ing safety.

The provided feedback plays an important role in terms of distrac-
tion. Auditory-only feedback has been found to be less distracting
than combined visual and auditory feedback [16]. However, today’s
speech interfaces do not only rely solely on auditory feedback, rather
they provide additional visual feedback which in turn can interfere
with driving [40].

In some studies task completion time increases when using a
speech-based interface [13, 16, 3]. For example Gärtner et al. [13]
examined a longer operation time for speech input than manual input
for simple as well as complex secondary tasks.

Research suggests that task completion time and workload vary de-
pending on the implementation of a speech interface. Garay et al. [12]
state that their multiple voice interface increased task completion time
and workload significantly compared to the single voice interface.

5.3 Limitations in technology

Speech recognition engines are error-prone. They can fail to recog-
nize spoken input correctly or worse still recognize a wrong command
by mistake [31]. Problems often occur because of similar sounding
words and the system’s inability to distinguish between them [27, 9].
Compared to a quiet desktop environment a car cockpit is affected by
various noise interferences which result in a poorer speech recogni-
tion rate. Types of in-vehicle noises are driving noises (varying by car
type, asphalt and speed), wind noise (e.g. open windows), rain, cli-
mate control fans, music and conversations [15, 36, 18]. Gärtner et
al. [13] report a great influence of weather situations on recognition
errors. While performing a navigational task, the error rate was 12.5
% under sunny or cloudy conditions, whereas the error rate increased
to 36,5 % with rain and windshield wipers. To overcome high error
rates and to improve the robustness of speech recognition three tech-
niques are described in literature [36, 15, 18]: The speech signal can
be enhanced by using multiple or array microphones combined with

spatial signal processing. To suppress unwanted noise, a form of spec-
trum subtraction is usually used. To increase the overall noise robust-
ness the development of an acoustic model (speech and vehicle noise
combined) for different noise environments, has been proposed. To
minimize the effects of speech recognition errors common approaches
are dialogs for error correction, help menus and confirmation prompts
[31]. However, these methods require time and additional cognitive
load which should be reserved for the primary driving task.

A major issue is the out of vocabulary problem (OOV) [18]. Speech
interfaces offer only a limited vocabulary of commands that can be
processed. By contrast human language provides many ways to ex-
press the same meaning. The location setting in the navigation system
has been found as a source for many OOV utterances.

6 RECOMMENDATIONS FOR SPEECH INTERFACES

International standards on speech interaction and specific guidelines
for the design of speech interfaces are very rare [27, 31]. According
to [17] so far only one usability standard ISO/TR 16982: 2002 [21]
emerged. Further standards are under development, but either they are
in a premature state or their release date is unknown [17].

On the basis of a literature review and a case study on an existing
speech-based system, Hua et al. [20] provide several guidelines for
the design of a future speech-based interface. Schmidt et al. [31] eval-
uated three different commercially available speech-based interfaces.
They describe a number of general goals for the design of automotive
speech interfaces. Their prioritized goals include reduction of driver
workload, reduction of interaction time and a improved task comple-
tion rate. Given these design goals, the authors provide a list of dif-
ferent design recommendations. Chang et al. [9] give general and
system specific recommendations on the basis of the major problems
which occured in their experiment. Based on these three studies the
following guidelines and recommendations have been extracted and
classified in five categories:

System structure

• As opposed to a visual interface, navigating in a speech inter-
face is more difficult because there is no persistent information
[20]. Therefore a broad menu structure, shallow hierarchy struc-
ture and shorter menu paths should be provided. To reduce task
completion time, a number of not more than three menu levels
is recommended. The transparency of a system is critical for
usability because users that understand the system can build a
mental map of how the system is structured [9, 31].

System input

• For the activation of the speech interface a push and release but-
ton with a listening tone is recommended [31]. The auditory
feedback can lead to a better timing for the input and an overall
increase in recognition accuracy. Further improvement in timing
can be achieved by mimicing the rhythm of a natural conversa-
tion or by the use of a buffer which records the user’s command
shortly before the listening tone [9].

• If the speech interface repeatedly fails to recognize a command,
reasonable back off strategies should be provided [31]. For in-
stance a switch to an alternative input method like spelling.

• Every interaction with the speech interface should be entirely
triggered by the driver [31]. Especially in difficult traffic situa-
tions when the driver has to focus on the road the speech system
must not ask for further input without consent.

• Consistent and always-activated undo functionality should be
provided throughout the system [9].

University of Munich (LMU), Media Informatics Advanced Seminar ‘Secondary Tasks’, 2013/2014

93



Data entry

• For tasks which require direct access the activation via hard keys
or steering wheel knobs is preferable [20]. Tasks consisting of
multiple execution steps like inputting text, can be easier via
voice.

• For simple tasks the use of manual input is recommended, be-
cause the interaction is easier and needs less learning effort [31].

Speech commands

• Vocal shortcuts should provide quick access to final speech com-
mands [20].

• Some commands including voice help should be always avail-
able to help users who are unsure of currently available functions
[31].

• Consistent and intuitive grammers with minimal task completion
paths can improve the usability of a speech system [31].

• Global commands which can be used throughout the whole sys-
tem and local commands which can only be used in certain con-
texts should be separated [9]. This applies to the speech interface
as well as the visual interface.

Feedback

• Corresponding visual feedback to the speech menu aids the
driver’s memory in recalling commands [20]. It is also recom-
mended to show the delivered commands and if the system is
waiting for another input. Further a clear visual and auditory
feedback of the current state of the microphone (on/off) should
be provided [9].

• If there are any visual cues given on-sreen they should be con-
sistent with the active grammar to prevent out-of-grammar utter-
ances [31].

• The speech system should provide visual or auditory feedback to
what it heard, which can help reducing confusion [31]. Chang et
al. [9] confirms the importance to convey to the user if a misrec-
ognized command is self-imposed or if the speech recognition
failed. A possible solution for this problem is for the system to
repeat the user’s input (or what the system has heard) every time,
which allows the user to go back correcting his command.

• If out-of-grammar utterances occur the system has to respond
reasonably and convey an error message [31]. This procedure is
preferable because if otherwise the system performs an unwanted
action, the driver has to undo the action which induces a longer
task completion time.

7 DISCUSSION

As we have seen, automotive speech interaction has its advantages
as well as its limitations, even different models of speech interfaces
can show great distinctions [12]. The design and complexity of the
underlying system is critical [15, 25, 16]. Hence, the awareness of
technological restrictions (speech recognition performance) and spe-
cific tradeoffs concerning the automotive environment (noise, parallel
driving task, distraction) is critical to make a correct decision for the
application of speech interfaces [15].

In the automotive environment tactile and haptic input devices like
switches, knobs and buttons were used from the beginning. They were
optimized over the years and still offer an effective way of managing
secondary tasks, so can speech be a better alternative?

In the case of simple tasks physical input is preferable to speech
input because it is easier and more effective [31, 13, 20]. Pressing a
knob or a button to switch to the next song is faster and can be less
tedious than speaking a voice command. Modern steering wheels also
offer drivers direct access via hard keys for various tasks, without even
taking the hands and eyes off the road [20]. In general choosing from
small sets and performing simple tasks, manual input is better.

However, there are situations where the use of switches and knobs
are inefficient or impossible by manual input [31]. For example per-
forming a search in an infotainment system requires a multi-functional
controller in order to input letter by letter. Specifically for text input
speech interaction can be of great value. In the case of the search
the driver only has to name the term and the system provides the
result. Generally speaking, complex, multi-step tasks like selecting,
searching, browsing and filtering are the strength of speech interaction
[3, 20, 13, 37]. Especially in tasks requiring 6 to 8 input steps, like
using cell phones or navigation systems, speech interaction can led
to a better driving quality [13]. Whether scrolling through a list is a
suitable task for speech interaction is controversial. On the one hand
scrolling by hard keys is seen as easier [31], on the other hand voice
commands are recommended for this specific task [20].

To overcome the specific drawbacks of individual modalities, a
multimodal approach has often been proposed in literature [8, 27, 37].
A multimodal system can combine two ore more input and output
modalities like manual, gesture and speech input. Multimodality gives
the driver the ability to choose the interaction method most preferred
or most approriate to the current driving situation [27]. An example
for a multimodal approch is presented in [8]. Speech input (setting
the interaction context) and a turn-and-push dial button (manipulating
and adjusting) are combined. A promising multimodal approach is de-
scribed by [38]. Dedicated buttons for example on the navigation sys-
tem become dual-purposed domain-specific push-to-talk buttons. One
press of such button switches to the expected mode, but a double-press
activates the speech interface and allows the driver to use a voice com-
mand instead. Compared with a conventional Push-to-Talk button, the
new design reduce the overall interaction time by nearly 40% [38].

An upcoming topic is the impact of mobile devices on the automo-
tive domain. Smartphones are equipped with their own speech recog-
nition systems and it will be interesting to see what role they play in
the future. Is there a coexistence or will nomadic devices replace in-
vehicle speech recognition systems?

8 CONCLUSION

To sum up, speech interaction can be quite valuable and play off its
benefits as part of a multimodal in-vehicle interaction environment. It
can simplify controlling complex, secondary tasks and can improve
overall safety. Therefore the future of automotive speech interaction
seems promising. Increased processing power and accuracy will fur-
ther improve the robustness and performance of speech recognition
systems and pave the way for commercially available conversational
interfaces like CHAT [39]. The ideal experience for the driver would
be to talk in a natural, human-like dialog with the system. In that
case there is no need to remember specific voice commands anymore.
However, it is important to sharpen the awareness of car manufacturers
to use a holistic, user centered and multimodal approach in designing
future speech interfaces [37].
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EMG and EEG Input in Human Computer Interaction

Maraike Stuffler

Abstract— This paper aims to provide an overview of the current state of research regarding brain computer interfaces (BCIs) with
electromyography (EMG) and electroencephalography (EEG) input. It focuses on non-invasive BCIs. First, a short history of EEG and
EMG, especially as BCIs, is provided, the physiological basics of EMG and EEG are explained, followed by a classification of possible
brainwave events which serve as control elements for BCIs. An overview of applications in current research is given, classified by the
nature of the task: assisting people with disabilities, controlling machines and robots, computer interfaces and controlling portable
devices. The paper lists current commercially available EMG and EEG BCI systems. The benefits and drawbacks of EMG and EEG
input are summarized and suggestions for future work are given.

Index Terms—EMG; EEG; BCI; brain computer interface; HCI; human computer interaction; mobile computing; gesture control;
thought control; hands-free interaction; eyes-free interaction

1 INTRODUCTION

In a world where connectivity is available almost everywhere and mul-
titasking is the default state of the human mind, there are new chal-
lenges for interaction techniques. For example, how can we control
a mobile device like a smartphone, when we need our hands carry-
ing shopping bags and a baby, or our visual attention when riding a
bike? Of course, new non-traditional input methods like voice control
have been developed, but they have their limitations. Voice recogni-
tion for example works poorly in a loud environment, and is consid-
ered to be socially awkward in public places. A socially acceptable
solution allowing hands-free and eyes-free interaction could be found
in so-called brain computer interfaces (BCI). Brainwaves have been
recorded for almost a century [24], but still little is known about the
true nature of a “thought”. Although there is so little knowledge, re-
searchers have been working on BCIs to support people who – in the
worst case – have nothing left but their brain to communicate with
the outside world. In the last decade, the focus of research in BCI
shifted from disabled people to everybody. This paper aims to pro-
vide an overview of the current state of research regarding BCIs with
electromyography (EMG) and electroencephalography (EEG) input.
It focuses on non-invasive BCIs, as invasive BCIs, like implants, will
probably not be accepted as an everyday input device in the close fu-
ture. In Section 2.1 of this paper, a short history of EEG and EMG,
especially as BCIs, will be provided. In section 2.2, firstly the phys-
iological basics of EMG and EEG will be explained, followed by a
classification of possible brainwave events which serve as control el-
ements for BCIs. After that, an overview of current commercially
available EMG and EEG BCI systems will be given. Section 3 sum-
marizes current research of BCIs, classified by the nature of the task:
In section 3.1, BCIs who assist people with disabilities will be intro-
duced, section 3.2 presents research related to the control of machines
and robots. In section 3.3, an overview of BCI as pure computer inter-
faces is given, while in section 3.4 we focus on the main topic of this
paper: BCIs for the control of portable devices. In section 4, the ben-
efits and drawbacks of EMG and EEG input are summarized. Section
5 concludes the findings of this paper as well as giving an outlook to
both possible and necessary future research work.

2 BACKGROUND

2.1 History
The origins of EMG research go back to the year 1666, when Francesci
Redi discovered that electric eels can generate energy in a highly spe-
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cialized muscle [39]. In 1890 Marey recorded electrical activity pro-
duced by voluntary muscle contraction [19]. He introduced the term
electromyography. Surface EMG (sEMG), a technique that is often
used in BCIs, was used for the first time in 1966 by Hardyck for clini-
cal research and treatment of specific disorders [20]. It was developed
further in the following years. In 2006 Mandryk and Inkpen [33] re-
searched a method to sense emotions through facial muscle activity.
One of the first EMG systems to classify wrist, finger and combined
wrist and finger flexion was built by Naik et al. [38]. Saponas et. al.
[43] showed the feasibility of a device with ten EMG sensors worn as
a band around the forearm. They showed that position, the pressure
of finger presses, tapping and lifting gestures of all fingers could be
measured and well differentiated.

The first human EEG was recorded in 1924 by Hans Berger [24].
He explored differences between the brainwaves of healthy persons
and those of persons with brain diseases, revolutionizing this research
area. Since the 1990s several groups captured EEG signals and used
them to control external devices [27]. One big step in the standard-
ization of BCI research was the creation of BCI2000, a four modules
system, consisting of EEG capture, signal processing, user application
and an operator interface, which is able to communicate via UDP [44].
In 2000 Wessberg et al. analyzed the brainwaves which were produced
by a monkey moving its arm while playing a computer game with a
joystick [48]. They reproduced those movements on a robot arm and
after some training, the monkey was able to play the game entirely
without moving its arm, just by thinking. This was a turning point for
modern BCIs.

2.2 Technology
2.2.1 Physiological Basics
A human brain consists of circa 100 billion neurons and 100 trillion
synapses [46]. Neurons are electrically polarized, which means they
maintain a voltage difference at the plasma membrane. In the default
state the membrane potential is at the resting potential of -70 millivolts
(mV), the threshold potential is around -55 mV. If the neuron receives
enough synaptic input, which means enough depolarization, action po-
tentials are triggered [46]. In this case the membrane potential rises up
to a maximum of +100 mV, pushing ions out of the neuron’s axon
(see figure 1), then falls down below the resting level for a short time.
When many neurons fire at the same time, it leads to a wave of ion
transmission, known as volume conduction [46]. The resulting volt-
age induced by the ions of this wave can be measured by the electrodes
placed on a scalp or over a muscle, both from neurons in the cerebral
cortex and motor neurons. The measured potential fluctuation can be
recorded, visualized or used for further processing as EEG or EMG
[46].

2.2.2 Measurable Brainwave Events
There exist some well detectable events in EEG measuring, which are
described hereafter:
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Fig. 1. Chemical synapse schema [2]

Sensorimotor activity. The imagination of motor movements, in par-
ticular limb movements, is used in several BCIs which iden-
tify the type of motor imagery (right/left hand/foot movement).
Therefore, a classification algorithm is applied, that distinguishes
the movement by mu and beta waves, using electrodes located
over the primary sensorimotor cortex [23].

P300. This kind of brainwave event is triggered during a decision
making process. The P300 is not linked to the actual content
of the decision’s possible choices, but of the user’s reaction to
them: to train a P300 based classifier, a set of choices is pre-
sented to the user, which he or she should chose one from. Then
the BCI presents all possible choices to the user and highlights
them randomly. When the user’s choice is highlighted, a P300 is
measurable by EEG and therefore the desired task is performed
[23].

Steady-state visual evoked potentials (SSVEPs). This kind of event
presents the user a set of repetitive visual stimuli at different fre-
quencies [23]. Those stimuli are connected to actions, which can
be selected by the user, focusing on the corresponding stimulus.

Slow cortical potentials. Slow cortical potentials are either associ-
ated with movement or with reduced cortical activation, depen-
dent on their electrical charge. Birbaumer et al. [49] showed, that
it is possible to teach people to control their slow cortical poten-
tials. Thereby they could control the movement of an object on
a computer screen [49].

2.2.3 Commercially Available Products

Mostly pushed by the gaming industry, there have been developed rel-
atively low cost BCIs. Some of them are even suitable for the needs of
research.

Fig. 2. Emotiv [3] as a BCI for gaming

Neuroletics Enobio. Neuroletics Enobio is a four channel EEG sys-
tem [7], which is portable, needs no gel for the electrodes and is
supposedly easily adopted to other research project.

Neurosky. Neurosky Mindwave [6] is a portable EEG headset with
four channel EEG and eye wink recognition.

Mindball. Mindball [5] is a biofeedback game based on the level of
concentration measured by EEG.

XWave. XWave Sport [8] is an extremely low cost fitness headband
that provides EEG functionality. It can detect relaxation and
other information and it can be connected to a mobile phone or
PC.

Myo armband. The Myo armband [4] is an EMG armband to be
worn at the forearm. It has a gyroscope and detects predefined
gestures.

Emotiv. The Emotiv headset [3] is a relatively low cost EEG head-
set with sponge-metal electrodes, which measure brain waves
(EEG), facial muscle activity(EMG) and eye movements and
need to be moistened with an electrolyte fluid. It also has two
gyroscopes to measure head movement. It provides a Python
toolkit, but its data quality is relatively low due to its low sam-
pling rate of 128 Hz and the sensor design. It is completely
portable and offers wireless signal transmission (see figure 2).

3 APPLICATIONS

3.1 Assisting People With Disabilities
EMG and EEG technology was at first researched to help disabled peo-
ple complete tasks, for which they otherwise would need assistance.
There have been many different approaches to assisting input technol-
ogy, for example, the mouth-stick, a head-controlled system [15, 17],
which is not usable by people, who lack the necessary fine motor skills.
Also eye-controlled systems [13, 31] have been researched, which re-
quire less motor abilities but great attention and effort. In 2006, Huang
et al. [26] developed an inexpensive facial EMG human computer in-
terface for quadriplegics, who are able to use their facial muscles. In
the study, they could control the interface as a computer mouse. By
recognizing facial muscle activity patterns the developed BCI allowed
the user to move the cursor and perform left clicks, right clicks and
also double clicks. In average, the accuracy of this BCI is greater than
80% and the users could improve this value by training [26].

For disabled people, who are able to control their muscles, Leeb et
al. [29] developed so-called hybrid-BCI (hBCI) combining EMG and
EEG. Their idea was, that “multimodal fusion techniques allow the
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combination of brain control with other residual motor control signals”
and would “thereby achieve better and more reliable performances.”
[29] The users could perform their tasks either by EEG signals alone,
EMG signals alone or combinations of the two with different propor-
tions. So the hBCI allowed the users to perform their tasks contin-
uously, independently of their level of muscle fatigue. While EMG
input alone already reached 77 to 83% of correctly classified samples,
the combination of EMG and EMG led to 91% [29].

For amputees, movement of their arm is easy. The feasibility to
use this ability as a hBCI was demonstrated in the research work of
Cannan et al. [16]: they built an armband combining EMG and gyro
sensors, that “enables any user with some level of yaw and pitch arm
movement, and arm muscle voluntary contraction, to potentially con-
trol an electrical device like a computer, robotic arm, or mobile phone”
[16] The so-called GE-Fusion Band was tested for different forms of
data input (drawing text and onscreen keyboard) and computer control
at three locations on a user’s arm (wrist, upper forearm and bicep).
Test results showed, that the GE-Fusion Band is slower than mouse or
keyboard input of able-bodied persons, but as it is designed to match
amputees’ needs, its speed may be sufficient [16].

For disabled persons, who are not able to walk, McMurrough et
al. [36] developed an intelligent electric-powered wheelchair as an al-
ternative to tactile power wheelchair controls. The user could fully
control the movement of the wheelchair by using a combination of
voice commands, eye tracking and a commercial EEG device (Neu-
rosky Mindwave headset [6]). Speech recognition and EEG were used
to control starting and stopping of the motion, while eye tracking was
used for proportional steering [36]. Another approach was researched
by Rechy-Ramirez and Hu [40]: an electric-powered wheelchair,
which was controlled by head movements and facial expression. The
head movements were detected by a gyroscope sensor and they were
used to stop the wheelchair and display the turning commands in its
graphical interface. In the training phase, the patient could chose the
facial gesture he or she wants to use, later the facial expression was
measured by an Emotiv EPOC headset [3]. It was used to move the
wheelchair forward and confirm the execution of the displayed com-
mand. This allowed the patient to move the head freely without per-
forming an undesired command. In the study, the described human
machine interface was tested and confirmed to be a reliable technique
to move a wheelchair [40].

3.2 Controlling Machines and Robots
As there are many approaches which research the feasibility and the
possibilities of a BCI, controlling wheelchairs, prosthetics, or comput-
ers by disabled people, of course one could imagine many possible ap-
plications also for able-bodied persons. Dollman et al. [21] compared
two groups, which were classified by their experience of traditional
input methods like a keyboard. In the study, the error rate differences
between using an Emotiv EPOC headset and a keyboard according to
the task of moving a Mindstorm NXT robot [11] were measured. The
study consisted of four usability test sessions (move the robot forward,
backward, rotate right and rotate left) [21]. After the first four contact
sessions a final course which combined testing all four actions was
performed. Although the keyboard outperformed the Emotiv in both
groups, the paper says that “whether a participant has low or high ex-
posure to a traditional interface had no significant influence on their
effectiveness using the Emotiv. This could indicate that exposure to
traditional input methods was not a factor when using the Emotiv to
move a robot.” [21] Which leads to their conclusion that a BCI can be
an alternative input device for able-bodied persons [21].

3.3 Computer Interfaces
Even before Dollman et al. [21] mentioned that a BCI can also be a
useful input device for able-bodied users, there has already been some
research about EMG and EEG input as BCIs for everyone. They were
not always intended to be standalone devices; for example in 2009
Benko et al. [14] developed a multimodal system, which extended
an interactive surface by additional information measured by EMG.
Most interactive surfaces, which allow direct manipulation of objects

with your fingers, can track various points of user contact with the sur-
face. But it is not a trivial problem to distinguish between different
fingers or hands, or different users [25]. There are only few solutions
to this problem: camera-based sensing, electrostatic coupling and in-
strumental gloves. Furthermore, finger pressure can only be measured
when the interactive surface is built with FTIR [25]. Benko et al. [14]
combined a Microsoft Surface [10] with a BioSemi Active Two EMG
device [9]. They were able to measure the level of pressure of the fin-
ger, which required no training but a short calibration procedure [14].
They could identify the contacting finger, requiring two minutes of a
training, where users paint freely on the interactive surface. Moreover,
pinch, throw and flick gestures were measured but could only be per-
formed by a specific hand due to technical constraints. The complete
training (after a 15 minute setup and a calibration phase) took about
five minutes per user. The system’s recognition rate of 90% mean ac-
curacy for finger identification is comparable to other non-traditional
input devices [14].

Garcia Molina et al. [23] explored the use of emotions as input for
BCIs. With defined methods for emotion elicitation and assessment
new BCI control possibilities were provided as either active or passive
BCI operation. Active BCI operation is, for example, the recollection
of a pleasant memory [23]. Passive BCI operation measures the affec-
tive state of the user. It could react for example on the level of interest
of the user to keep him or her motivated [23]. Another application of
the knowledge of the user’s emotional state is to predict the user’s in-
tentions and minimize required interaction [37]. Garcia states, that the
usage of emotions in BCIs “can potentially lead to higher information
transfer rates” [23].

Specifically designed for offering an open source based tool for cre-
ating virtual reality applications, the OpenViBE [12, 42] software plat-
form provides a high modularity, embedded tools for visualization and
feedback based on VR and 3D displays and the possibility to design
a BCI without the knowledge of programming. Two example applica-
tions were implemented: in a motor-imagery based BCI called Hand-
ballVR the user could control a virtual ball by imagined hand move-
ments. In the other application users “could lift a virtual space-ship (a
‘TIE-fighter’) by performing real or imagined foot movements” [42].

Todd et al. [47] developed a system which enabled the user to paint
with a steady-state visual evoked potential BCI in two different use
cases to accomplish three tasks: in task one they should draw two
rectangles in an “Etch-a-Sketch”-like application, where the output
was fully dependent on the user’s thought. Task two and three where
painting tasks, where the user could chose between different shapes,
like lines or stars, and colors. The user could place those objects on
the drawing canvas. Either they had to reach a set goal with prede-
fined shapes and colors or they could use the drawing canvas freely
[47]. The users preferred the scenario of task two and three, where
they had less control of the output. They stated, that the possibil-
ity of self-expression and being creative would be higher than in the
scenario of drawing the shapes by themselves – although they were
supported by the functionality of the computer and could just use a
limited predefined set of shapes [47]. This was be figured out as a
design recommendation for future BCIs.

3.4 Controlling Portable Devices

In everyday situations, like in public places, non traditional input
methods like voice commands or visible gesture control, are socially
awkward or even unpractical. “Using a mobile device in a social con-
text should not cause embarrassment and disruption to the immedi-
ate environment” [18]. Wearable devices intended for everyday use
in places with many people, like buses or trains, should be “as natu-
ral and (conceptually) unnoticeable as possible” [41]. Costanza et al.
[18] explored an extension of this concept and stated that not only the
devices, but also the interaction with them needs to be subtle and unob-
trusive. To fulfill this design concept, they evaluated an EMG device as
“intimate interface”: a small wireless armband controller, which can
invisibly be worn under clothes [18]. The devices is wireless, mea-
sures and analyzes muscle contraction on its own and transmits the
result via Bluetooth, if a gesture was recognized. The basic research
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Fig. 3. Snapshot of the gesture capturing device of Lu et al. [32]

aims were to minimize computational complexity, guarantee robust-
ness against false positives, use only one input channel and avoid cal-
ibration or system training on each user. In a pre-study, the optimal
muscle for such a device was searched for, and the bicep was chosen
because of its superficial position in the arm and its definition even in
non-athletic persons. In the actual study, the users weren’t informed
in detail about the task (“a brief contraction of the bicep, i.e. the upper
arm, that would not be very evident”) [18] to leave some freedom in
the way of performing it. This should make sure, that the device is
suitable for a wide range of people in the future, performing a wide
range of recognizable gestures. Then the users should perform four
different tasks while walking: ‘generic’, ‘short’, ‘long’, and ‘mixed’
contractions. The study setup intended to find out if short and long
muscle contractions are easily distinguishable. Too long contractions
would not be recognized as they are supposed to be real life usage of
the muscles, for example carrying something. No false positives oc-
curred in the first task. Participants had total control of the system
in an average of 3.75 minutes (SD= 2.17), while three participants
didn’t succeed at all and needed further advisory. Those individuals
performed too long muscle contraction. After they were told to con-
tract shorter, they were able to control the device after some learning
time [18]. Users were able to control the system consistently with only
the feedback that a contraction was recognized. The generic contrac-
tions accuracy of 96% indicates, that EMG can be used successfully
as a controller. In the mixed task, the distinction between long and
short muscle contractions was not high enough to be accepted: 33% of
short contractions were classified as longs and 11% of long contrac-
tions were classified as shorts. The paper showed without doubt, that
its EMG based wearable input device, which required no calibration
or training, is an acceptable solution for the creation of subtle, socially
accepted mobile device interaction [18].

A completely different kind of task was researched by Rojas et al.
[1], as they connected an Emotiv headset with a drive-by-wire system,
which was installed in a car. A study was carried out, where the user’s
thoughts controlled the engine, breaks and steering. From the moment
when the brain fires an event to the moment where the tasks were
performed by the car, there was a delay of about two to three seconds.
Despite this fact, BrainDriver could be used in future environments,
when automated cars are common [1].

Lu et al. [32] built a gesture-based human-machine interface for
mobile devices, consisting of a wearable belt with four dry surface
electromyography (sEMG) sensors, an accelerometer and a mobile
phone app. The wearable belt (see figure 3) captures signals by the sen-
sors and forwards them via Bluetooth to the mobile phone, where the
data is processed and gestures are classified. Nine easy to learn ges-
tures are mapped to each key press event of the mobile phone, making
it possible to have total control over it, including sending short mes-
sages, controlling the media player and rejecting or accepting a phone
call. In a study, the usability of the device was tested, and it was found
out to have a satisfying interaction performance [32].

In 2012, Matthies et al. [35] developed a BCI called NeuroPad with
the purpose of enabling hands-free mobile interaction. NeuroPad com-
bines an Emotiv headset with an iPad, providing a simple setup with-
out requiring much training. Raw sensor data from the Emotiv headset
is transmitted via Bluetooth to a server, then is forwarded to the iPad.
Avoiding a long EEG calibration procedure, voluntary eye winks were

Fig. 4. Well recognizable gestures by Tang et al. [45]

chosen as gestures, because they are easily recognizable. The user
interface of the iPad application offers adjustment of the sensitivity
threshold. Head shake or nod were measured by a gyroscope with-
out prior calibration. Three applications were implemented: a music
player, which is controlled by head gestures and facial muscle activity.
A song was played or paused by eye winks, skipping the current song
by shaking the head and repeating the current song by nodding. The
second application targeted at situations where the user doesn’t want
his or her screen watched by people nearby. By performing an unob-
trusive gesture, an eye wink, the app replaces the current screen by a
neutral one. The third application intended to let the user playfully
relax his or her eye muscles and therefore improving blood circula-
tion and supplying the brain with more oxygen by excessive blinking.
This is motivated by a furry plush ball with a human face, which can
be teased by blinking. The approach in this paper demonstrates the
applicability of low-cost devices with low signal quality demanding
interaction techniques and gestures [35].

Tang et al. [45] researched suitable finger gestures, that are eas-
ily distinguishable, being recorded via surface EMG (sEMG) on the
posterior side of the forearm. Multiple hand motions are hard to iden-
tify, “because the error rate typically increases significantly with the
addition of more hand motions” [45]. For the study, eleven gesture
types were defined: they were named after the fingers used in the
gesture. (see figure 4) Additionally, two grasping movements were
defined. The user had to repeat each gesture type 25 times to cre-
ate the classifier. Then he or she had to perform each gesture again 5
times to test the classifier [45]. As the sEMG signals can be influenced
or distorted by many things, “muscle distribution, forearm size, and
finger coordination, among others” [45], the signal of each user will
vary from each other. The classification was made by a new cascaded-
structure classifier, which avoided overlapping areas in the projected
space, that occurs in conventional classification methods. This means
that the number of identifiable gestures increases, while still having a
high success rate greater than 89% [45].

In 2013, Matthies et al. [34] modified an in-ear-speaker with a gy-
roscope and a simple physiological sensor for EMG (see figure 5).
The device could control head shakes and nods, ear wiggles, and eye
winks to control the music player of a smartphone, or accept incoming
phone calls. The gyroscope detection of head movements was reliable
when users exaggerated the movements. The EMG sensor was also
tested for the possibility to detect mouth, nose and eyebrow winkles,
but without a specialized classification algorithm, only strong muscle
movements like eye winks and ear wiggles could reliably be measured
and distinguished [34]. This solution provides completely hands- and
eyes-free interaction. It allows free movement and control with natural
gestures and facial expressions without provoking social awkwardness
[34].
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Fig. 5. Construction of the InEar BioFeedController by Matthies et al.
[35]

4 DISCUSSION

As this paper showed, a lot of different applications related to EMG
and EEG input have been researched. A huge benefit of these input
methods is clearly the intimate, unobtrusive way, one can control a de-
vice with. Nobody in a public place would find it awkward to watch
a person controlling a device with their thoughts or by subtle gestures.
Another benefit consists of the completely new possibilities of input
according to thought: as input method thoughts of imagined or real
motions, emotions, the level of concentration, have been evaluated, to
only name a few. With EEG or EMG one has free hands and his or her
input can only be observed in the case of defined finger gestures. Fur-
thermore, EEG and EMG devices, especially if commercially avail-
able, cost less and less. However, there are also some drawbacks.
Still, EEG and EMG often require a lot of training to have accept-
able accuracy rates. There may be individuals, who are not able to
control their facial muscles well enough [26]. Also, EMG signal clas-
sification is less accurate while measuring fatigued muscles [22]. Even
more, EEG or EMG could provoke muscular or mental fatigue, mak-
ing it harder to interact with a BCI, the longer the interaction has been
taken place [29]. Another topic is the usage of the hardware: most
EEGs need an electrolyte liquid applied on the electrodes, making it
harder and less acceptable to use for people, who have another hair-
cut than a bald head. Furthermore, “electrodes don’t remain at their
right place, if they are worn for a long time, or if the user is sweat-
ing” [26]. Moreover, there is not enough research done yet, on how to
distinguish between intentional and unintentional input by thoughts or
muscles. Some guidelines have been worked out for EMG input [45],
but for EEG input a second device or input method currently has to
define, whether the EEG input is intentional or not. The “performance
and interaction speed is still not on a level to be compared to non-BCI
control channels” [28].

5 CONCLUSION AND OUTLOOK

The exciting development from small scope supporting devices for dis-
abled people to a wide field of possible applications just started in
the last decade. New solutions to make the hardware smaller, more

portable, and practical to wear, to be able to use this technology in
everyday life, have to be discovered. There are other hardware chal-
lenges, as EEG and EMG sensors need to have a better performance
and interaction speed. The EEG and EMG signal classifiers need to be
more sophisticated to guarantee a higher level of accuracy of the input.
For EMG input, it should further be researched, which gestures or even
which body parts are the most reliable to produce well measurable sig-
nals, while still being unobtrusive and easy to control. Further research
should be conducted with regard to other usable kinds of brainwave
events, that can be used as input. It is also not known, which brainwave
events are the fastest and most reliable to control a device in real world
applications. Furthermore, it should be investigated, how a device can
distinguish between intentional and unintentional input. Overall, most
of EEG and some EMG functionality requires a lot of training, as well
for the classification as for the user to exactly reproduce the signals,
that have been classified. Moreover, most of the commercial systems
have not been yet evaluated for research purpose. But the previously
inconceivable possibilities – not only being independent from social
awkward situations, that can be caused by other technologies, but also
being able to control something just by “thinking” – offer a whole new
universe to discover in the field of mobile interaction. This can be
considered as a fascinating and rewarding area of research.
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bility using eye movements based on electrooculography. Neural Systems
and Rehabilitation Engineering, IEEE Transactions on, 10(4):209–218,
2002.

[14] H. Benko, T. S. Saponas, D. Morris, and D. Tan. Enhancing input on
and above the interactive surface with muscle sensing. In Proceedings of
the ACM International Conference on Interactive Tabletops and Surfaces,
pages 93–100. ACM, 2009.

[15] M. Betke, J. Gips, and P. Fleming. The camera mouse: visual tracking of
body features to provide computer access for people with severe disabili-
ties. Neural Systems and Rehabilitation Engineering, IEEE Transactions
on, 10(1):1–10, 2002.

[16] J. Cannan and H. Hu. Feasibility of using gyro and emg fusion as a multi-
position computer interface for amputees. Fourth International Confer-
ence on Emerging Security Technologies Feasibility, pages 75–78, 2013.

[17] Y.-L. Chen. Application of tilt sensors in human-computer mouse in-
terface for people with disabilities. Neural Systems and Rehabilitation
Engineering, IEEE Transactions on, 9(3):289–294, 2001.

[18] E. Costanza, S. A. Inverso, and R. Allen. Toward subtle intimate inter-
faces for mobile devices using an EMG controller. In Proceedings of
the SIGCHI conference on Human factors in computing systems, pages
481–489. ACM, 2005.

[19] J. Cram, G. Kasman, and J. Holtz. Introduction to surface electromyog-
raphy. Aspen Publishers Inc.; Gaithersburg, Maryland, 1998.

University of Munich (LMU), Media Informatics Advanced Seminar ‘Secondary Tasks’, 2013/2014

100

http://autonomos.inf.fu-berlin.de/subprojects/braindriver
http://autonomos.inf.fu-berlin.de/subprojects/braindriver
http://en.wikipedia.org/wiki/File:Chemical_synapse_schema_cropped.jpg
http://en.wikipedia.org/wiki/File:Chemical_synapse_schema_cropped.jpg
http://en.wikipedia.org/wiki/File:Chemical_synapse_schema_cropped.jpg
http://www.emotiv.com/eeg/
https://www.thalmic.com/en/myo/
https://www.thalmic.com/en/myo/
http://www.mindball.se/
http://neurosky.com/products-markets/eeg-biosensors/
http://neurosky.com/products-markets/eeg-biosensors/
http://starlab.es/products/enobio
http://starlab.es/products/enobio
http://www.plxdevices.com/product_cat.php?id=XWAV
http://www.plxdevices.com/product_cat.php?id=XWAV
http://www.biosemi.com/products.htm
http://www.biosemi.com/products.htm
http://www.microsoft.com/en-us/pixelsense/default.aspx
http://www.microsoft.com/en-us/pixelsense/default.aspx
http://www.lego.com/en-us/mindstorms?icmp=COUSFR27Mindstorms
http://www.lego.com/en-us/mindstorms?icmp=COUSFR27Mindstorms
http://openvibe.inria.fr/


[20] J. R. Cram and J. C. Steger. EMG scanning in the diagnosis of chronic
pain. Biofeedback and self-regulation, 8(2):229–241, 1983.

[21] G. J. Dollman, L. De Wet, and T. R. Beelders. Effectiveness with EEG
BCIs: exposure to traditional input methods as a factor of performance.
In Proceedings of the South African Institute for Computer Scientists and
Information Technologists Conference, pages 77–80. ACM, 2013.

[22] A. Doswald. Using biosignals to control the Nao robot. PhD thesis,
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Interaction in mixed-reality cockpits

Sarah-Kristin Thiel

Abstract— Innovative in-car systems such as advanced driver assistance systems aim to improve road safety. However, by intro-
ducing new interface elements they are also a potential source of distraction, which in the worst case can impair vehicle driving
performance. This paper presents recent research approaches that aim to both reduce the amount of divided attention and mental
workload of drivers by integrating mixed-reality content into cockpits. The main focus is put on navigation and advanced driver assis-
tance systems. As a preface and in order to better understand the workload of drivers, secondary tasks in the context of driving are
examined in more detail. Moreover, a definition of mixed-reality which highlights the difference of augmented reality and augmented
virtuality is provided. In order to distinguish between conventional display representations we elaborate on the concept of reality
and virtuality. Our literature review identified several advantages of (windshield) head-up displays compared to head-down displays.
Those advantages include a reduction of response time and focal accommodation time. Moreover, head-up displays were found to
reduce the number navigational errors and mitigate effects of divided attention. Most full-windshield head-up-displays are still in a
prototypical stage. In order to fully benefit from the potential of those innovative display techniques their setup has to be integrated
entirely in the vehicle.

Index Terms—secondary tasks, divided attention, mixed-reality, augmented reality, head-up displays, windshield HUD, driver assis-
tance, navigation systems

1 INTRODUCTION

Along with employers requiring us to be more flexible and new tech-
nologies enabling us to be accessible wherever we are, time has be-
come one of the most precious things in our life. In order to be more
efficient, we want to do everything at once and simultaneously. That
this practice is not always smart and in certain situations can even get
extremely dangerous becomes obvious when considering the driving
scenario.
Neuroscientists and psychologists have proven that while our brain
is capable of doing several activities at once those activities are con-
stantly competing with the result that one of them will inevitably suffer
[8, 25, 31]. Hence, our ability to efficiently divide attention is limited.
A study at the Johns Hopkins University specified that the brain cannot
give full attention to two tasks of the same modality at once [56]. The
researchers of this project argue that for this reason for example talk-
ing on a mobile phone (auditory task) can impair driving performance
(visual task) even when using a hands-free device.
Young et al. defined driver distraction as ”the diversion of attention
away from activities critical for safe driving toward a competing ac-
tivity” [69]. Although driver distraction has been an issue in car-
related research before [22], the boom and growing popularity of mo-
bile phones and other portable devices has brought the issue into the
center of attention [1, 16, 36]. It is noteworthy that other sources of
distraction are a lot more frequent than talking on a phone (e.g. eating,
adjustments of the in-car entertainment system) [60, 61] as we look at
this subject later in more detail. It has been pointed out that the sources
of distraction are in a state of constant change [27]. While phones are
an issue nowadays, some other (samrt) device will replace those hand-
helds in time to come.
Young et al. pointed out that the deliberative or unintentional shift of
attention is in certain situations quite beneficial (i.e. children running
on the road, an ambulance siren) [69]. Yet, inattention and distraction
have been identified to be major contributors to vehicle collisions [50].
In fact, driver distraction has been claimed to be a contributing factor
in over half of inattention crashes [61, 68]. The effect of a source of
distraction on driving performance depends on many interrelated fac-
tors [5]. Amongst others those factors include current complexity of
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the driving task, the nature of the competing task, personal character-
istics of the driver (such as ability and experience) and in case of a
technology-related source its location and design.
Hancock et al. further noted that the term ”distraction” implies the
existence of a source of ”attraction” that shifts the focus of attention
away from the driving task [27]. They argue that in order to under-
stand driver distraction first it needs to be understood what the drivers
are being distracted from and knowing what should be a driver’s main
focus of attention. They continue their argument by stating that be-
cause of the absence of an external arbiter (e.g. driving instructor)
there is no one who tells the driver what degree of attention needs
to be directed to what. Consequently, while driving the driver has to
constantly judge what elements in traffic or within the vehicle require
his or her immediate attention and also rate what source of attraction
should be given high priority. Sources of stimulation change dynami-
cally. What proves to be highly relevant at one moment can turn into
a source of distraction the next moment [27]. This perception can be
seen as the foundation for the (continuing) design and development of
innovative in-car displays and driver assistance systems. Their goal
is to support drivers in their primary task of driving by for instance
pointing to elements or situations which the driver should pay urgent
attention to. Preliminary to the main part of this paper the following
section will outline what sources of distraction in the context of driv-
ing there are.

1.1 Tasks when driving

Young et al. argue that driving is a ”complex, multitask activity” by
nature [69]. Meaning that driving in the fewest cases can be described
as consisting of one individual task. Consequently, it can be argued
that driving is a composition of tasks. Based on the classification sys-
tem proposed by Geiser [23], Tönnis et al. introduced a visual rank-
ing of input devices involved in driving by assigning them to specific
locations within a car [63]. Those devices are classified in three cate-
gories, namely primary, secondary and tertiary. They noted that input
and output devices are and should be placed in an area associated with
a certain category of driver tasks. Those areas are positioned rela-
tively to the driver’s line of sight (see Fig. 1). Input devices can in turn
be associated with driving tasks and therefore underlie a very similar
ranking. Tönnis et al. further stressed that the primary task is singular
and should only involve the maneuvering of the vehicle. According
to this ranking secondary tasks supplement the primary tasks by oper-
ating mandatory functionalities (e.g. activating turn signal, checking
speed). The third task category is to add to the comfort of the driver
and includes both entertainment and information functionalities within
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a car. Bubb introduced a similar taxonomy of driver tasks but grouped
those tasks according to their relevancy of fulfilling the main goal of
driving [12]. Primary tasks therefore consist of undertaking activities
that are essential for driving (e.g. steering, accelerating). Secondary
tasks can be characterized by reacting to (e.g. activating the wind-
shield wiper) and informing the immediate environment (e.g. honking,
turn signals). Tertiary tasks are not directly related to maneuvering the
car but aim to enhance the comfort of the driver (e.g. adjusting the
radio or air conditioning). Other models, which differentiate only be-
tween two categories of tasks, include tertiary tasks into the second
group [67]. In turn, they specify secondary tasks as activities that are
either directly related to the primary task (moving the vehicle safely
from point A to point B) or cannot be associated with the primary
task. Hence, this model classifies all forms of communication within
a vehicle as secondary task. According to this categorization, it can
be argued that every task non-related to maneuvering the car can be
classified as distracting task.
Despite those diverse concepts, according to the earlier cited argument
that our brain can only concentrate with its full capacity on one task,
any sort of additional task while driving pose a negatively attributed
distraction.

Fig. 1. Location of primary, secondary and tertiary tasks [63]

By stating that most secondary tasks can be considered part of ev-
eryday driving, Young et al. highlighted the complexity of sources
for driver distraction [69]. In general, considering the loci of those
sources of distraction they can be split into two groups: those orig-
inating from the outside (e.g. billboards, other vehicles) and those
happening inside the car (talking to passengers, operating the radio)
[70]. In their analysis of sources of driver distraction and their ef-
fects on driving performance, Bayly et al. divided the latter category
further into non-technic related and distractions stemming from tech-
nologic inventions [5]. The majority of technology-based distractions
are caused by various forms of entertainment and navigation systems
but also advanced driver assistance systems. Those technologies can
further be subdivided in ”fixed” (built-in) vehicle systems and ”no-
madic” (portable) devices. Embedding some technologies (e.g. radio,
air conditioning) in vehicle cockpits has become common practice.
Bayly et al. criticized that operating those technologies has emerged
to be a socially acceptable behavior and consequently their effects on
driving performance have not been investigated as thoroughly as other
relatively new technologies [5]. In fact, Stutts et al. have found that
adjusting the radio is one of the major causes of distraction-related
crashes [61]. Hence, performing everyday tasks (such as adjusting the
radio) might have greater harmful effects than for example engaging in
a mobile telephone conversation [29]. Examples for non-technology-
based sources of in-vehicle distraction are eating and drinking, smok-
ing, reading and writing, grooming, reaching for objects, passengers

in general as well as internal sources (e.g. daydreaming) [5].
This brief literature review has shown that secondary tasks have neg-
ative effects on driving performance. The most common effects are
increased reaction time, impairment of perceptual and decision mak-
ing tasks [11] and deviation of steering wheel movements [9]. More-
over, advanced electronic devices have proven to increase perceptual
and cognitive demand. Burns et al found that drivers were in aver-
age 50% slower to respond to hazards when using hand-held mobile
phones [15]. Using mobile phones can be categorized into several dis-
tracting tasks of different modalities. Dialing phone numbers or just
holding the device for example are motoric tasks while the conversa-
tion itself is mentally demanding [37]. Horberry et al. examined the
effects of a visual (operating the in-vehicle entertainment system) and
an auditory task (conducting a conversation with a hands-free mobile
phone) [29]. While both tasks degraded overall driving performance,
the entertainment system had the greatest negative impact. They at-
tributed this fact to the requirement of drivers having had to take their
eyes off the road. Comparing the cognitive resources used for distract-
ing tasks, visual and motoric demanding activities have been shown to
have a greater distracting effect than auditory and cognitive demanding
activities [30, 55]. This might be evidence that developing systems,
which are operated using voice commands, are the correct approach
to reduce driver distraction. Horberry et al. noted that the timesharing
between visual/manual and auditory/vocal task might be easier than
between two visual/manual tasks [29].This finding would be in line
with the theory that cross-modal resources cause less interference in a
dual task than intra-modal resources [28].
It has been pointed out that whereas having initially been designed to
reduce driver distraction and assist humans in their driving task, some
poorly designed or located in-vehicle systems in fact increase driver
distraction [42, 45, 69]. Consequently, there has been an increased
research interest in how to either improve existent in-car systems and
displays or to design and evaluate new approaches.

1.2 Mixed-reality

As a first step, the term ”mixed-reality” will be defined and be brought
into context of the driving scenario. System using mixed-reality aim to
enrich the worldas our human eyes see it with virtual content. Whether
real objects are integrated into a virtual world or vice versa does not
matter for the term mixed-reality. Real and virutal aspects are merged
resulting in a mixed environment.
In 1994 Milgram and Kushino introduced a taxonomy for displays
using mixed-reality. In their work they distinguished in more detail
between the emerging new forms of reality and virtuality [44]. In
contrast to previous taxonomies, their taxonomy is based on various
technological requirements necessary for realizing mixed-reality dis-
plays. The quintessence of their classification is that there are no dis-
tinct conceptual boundaries between the sub-forms of real and virtual
but that there is a ”continuum” between those two worlds. This con-
tinuum stretches from the purely physical (real environment consist-
ing solely of real objects) to the purely virtual (virtual environment
consisting solely of virtual objects). Along this line there are mixed
environments that either contain more real or virtual aspects (see Fig.
2). Two distinct terms for the composition of real and virtual have
emerged, namely Augmented Reality (AR) and Augmented Virtuality
(AV). While both are forms of mixed-reality, AR refers to such en-
vironments where the real environment is enhanced (augmented) by
means of virtual objects. In this form, virtual elements are often over-
laid on the physical environment. As pointed out by Prince et al. this
insertion of computer-generated graphical content mostly takes place
in real-time [49]. Azuma noted that the main advantage of AR sys-
tems is that information can be intuitively depicted as real and virtual
objects coexist [4]. Along with this clear and intuitive perception of
information, AR systems provide users a natural interaction interface.
This in turn facilitates computer-supported tasks as users do not have
to deal with abstract visualizations and synthetic manipulation proce-
dures.
In contrast to AR, the focus in AV are the virtual aspects. Here the vir-
tual world is enhanced with live information from the physical world,
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for example by embedding real-time video into the virtual environ-
ment [7, 54].

Virtual Reality (VR) environments are entirely virtual and do not

Fig. 2. Simplified visualization of the ”virtuality continuum” [44]

contain any real objects. While VR tries to mimic real-world proper-
ties (i.e. physics, time), it usually overstretched those boundaries and
rules. Typically, the observer or user is completely immersed in a syn-
thetic world with which he or she can interact.
For their taxonomy Milgram and Kushino also considered the relative
position of the observer. For example the observer could be part of
the world or be outside ”looking in” possibly through some electronic
(display) medium. At the time this paper was published, those medi-
ums are typically handheld (i.e. smartphones) or head-mounted dis-
plays (i.e. glasses). In either near or remote future different scenarios
might be possible as well. One of such scenarios could be holograms.
There is already plenty of research and work aiming to accomplish
such scenarios [3, 7, 51] for it is the ultimate goal of mixed-reality
research to add virtual content into a real environment with such accu-
racy that one cannot distinguish between real and virtual [49].
It is noteworthy that just because something looks real or resembles
something real, does not automatically mean that it is real. If lacking a
clear distinction between the concepts of ”real” and ”virtual”, bound-
aries between different forms of environments become hazy. Milgram
and Kushino tried to give a clear differentiation for the terms ”real”
and ”virtual”. The authors pointed out that those two concepts are the
foundation of their classification. Their literature review has shown
that what might seem like the basic intention that everything ”virtual”
is synthesized (e.g. by a computer), is in most cases when working
with mixed-reality content is not sufficient. Questions trying to deter-
mine the state of an object include the visual appearance of the object
or its existence in reality. Virtual objects cannot be viewed directly
with just our eyes [44]. They need to be simulated, as they do not
physically exist but only their effect exists. Thus, in order to view vir-
tual objects a physical medium (i.e. displays, glasses) is needed.
Similar to Milgram and Kushino’s taxonomy, this paper focuses solely
on visual mixed-reality displays, eliding systems that make use of au-
ditory or haptic modalities.

2 MIXED-REALITY IN-CAR SYSTEMS

Following the categorization of sources of driver distraction by Bayly
et al. [5] this paper will focus on addressing fixed in-vehicle sys-
tems. Within this group we will concentrate on systems that a) support
drivers in wayfinding tasks (navigation) and b) aim to assist the driver
in maneuvering the vehicle in a safe way (driver assistance). For both
categories we will present recent research on integrating mixed-reality
content into in-vehicle systems with the aim to reduce both cognitive
load and driver distraction.
While information can be conveyed using any of the three modalities
(visual, audio, haptic), Sato noted that visual might be the most useful
whilst driving [52]. He pointed out that visual cues are easy to under-
stand and can be recognized in short time.
The state of the art in trying to achieve those goals is by superimposing
virtual information in the driver’s line of sight. There are many kinds
of information that can be displayed i.e. via car displays. The most
common are speed and fuel. Information related to the primary task of
driving are further oil temperature and number of turns. In conjunction
with information and communication systems current time, (radio) sta-
tion, distance to destination, temperature and many other information

can be displayed. With the ability to display color on head-up displays
(HUD), scholars and car manufactures began to embrace the idea to
display a great part of those information on HUDs [46]. Sato et al.
found that the ability to display data in color on a windshield HUD
is highly dependent on the material used [52]. They found that the
color green was the most visible for their setup. The color used for
the representation was proven to have no impact on drivers’ response
times [58]. In general, not everything that is possible should be shown
directly in the driver’s line of sight as it can turn into a source of dis-
traction. In general, in order to not occlude the road situation every
element on HUDs is translucent.
The main aspect of innovative display approaches is that drivers do not
have to avert their gaze from the road when in need of information. In
addition, the driver also has to perform only little refocusing [52]. In
contrast to head-down displays (HDDs), those new displays are now
head-up. Furthermore, there are also Head-mounted displays (HMDs).
The difference between HUDs and HMDs is that HMDs are devices
worn on the head of a driver. Typical forms of HMDs are either hel-
mets, eye-glasses or visors. Two types of HMDs exist: one displaying
an entirely virtual environment and the other superimposing additional
virtual information on a real-world view.
Information required for the primary task is up to 90% perceived by
the visual channel [19]. Hence, scholars argue that the best way to
display any kind of information is by enlarging HUDs and thus make
use of the entire windshield (windshield HUDs). By way of detect-
ing the driver’s eye position with a camera, systems can position the
augmentation relative to the driver’s height and location [66]. Part of
the benefit of those three systems is arguably that their hardware is
built into the vehicle saving the driver from having to wear unwieldy
equipment or changing habits and behaviors in order for the system to
recognize signals [46].

2.1 Navigation
Conventional navigation systems indicate directions by showing flat
arrows or a bird’s eye view of a geographical view. Several researchers
argue that those presentations are highly cognitively demanding and
are subject to cause ambiguity (e.g. [13]). Furthermore, when using a
personal navigation device (PND), drivers need to look away from the
road. The approach to display information in the driver’s line of sight
would keep the visual attention of drivers on the road.

2.1.1 Personal navigation displays
A rather drastic approach to mitigate the impact of visual distraction
is to get rid of the entire visual component of in-vehicle systems. By
comparing two types of PNDs, one map-based with voice instructions
and one strictly voice-based, Kun et al. showed that drivers spent sig-
nificantly more time looking at the road when using voice-only PNDs,
what in turn resulted in a better driving performance [35]. However,
the participants had preferred the PND that integrated both the visual
and the audio modality. In addition, as Medenica et al. pointed out,
only visual systems provide a valid confirmation that users are still on
the right route [43].
An approach to reduce cognitive load is to integrate real objects into
the simulated environment or map of a PND. One solution based on
this AR approach are egocentric street view (SV) PNDs. Here ”real”
pictures of landmarks are integrated into the route presentations. The
drawback of this model is when using old pictures the driver has to re-
solve the differences between the static image and the real world [43].
Yet, the concept of displaying the road scene in a driver’s perspec-
tive resulted in increased reaction times when matching the presented
scene with the real world [58]. This might be an indication for reduced
cognitive load as well.
Medenica et al. compared three PND technologies (egocentric street
view, standard map-based and augmented reality) with respect to their
impact on driving performance and visual attention [43]. Their qual-
itative evaluation highlighted two concerns of participants. For one,
the participants criticized that the augmented reality variant did not
provide global navigation information but only displayed the current
route. Secondly, participants found the way this current route was dis-
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played distracting as it was constantly in their peripheral vision. Thus
it was suggested to only display routes in case of an upcoming turn.
Overall, the AR version provided for more visual attention at the road
than the two other models. The increased attention in turn had a posi-
tive effect on the overall driving performance.

Fig. 3. Setup for a whindshield head-up display [52]

2.1.2 Windshiled HUDs
The work of Sato et al. proposed a setup variant that makes it possible
to display information on windhsields using augmented reality [52].
They tested their setup by showing navigation related information.
Therefore, they displayed the general direction towards the destination
and the remaining distance. By using a GPS and a geomagnetic
sensor, their system is able to appropriately move the navigation signs
(e.g. direction) as the vehicle moves [52]. Because of the constraint
information cannot be read on HUDs against strong light coming from
the outside, most HUDs are primarily for nighttime use. Sato et al.
tried to overcome this particular issue by designing a special gadget
consisting of multiple elements including a mirror and a retroreflector
(see Fig. 3). As their setup in conjunction with a roundish windshield
introduced the problem of distortion, they developed a mathematical
method to cancel this effect.

Narzt et al. highlighted the potential of using the windshield to

Fig. 4. Projecting the route on the road [46]

display navigation-related data. For instance, by virtually painting

the designated route in transparent color directly on the road, the
driver can be saved a great amount of cognitive load as he or she
does not have to map the abstraction used in conventional systems to
the real environment (see Fig. 4). The potential of windshield-based
navigation systems was further emphasized by stating that virtual
routes eliminate ambiguity in situations when junctions are hidden
from the driver, there are multiple similar exits or when drivers are
required to keep their focus on the road because of complex situations
or given the existence of hazards [46]. Although they have not
evaluated their navigation system with real users yet, Narzt et al.
argue that because of different levels of details in the AR view, the
driver might be distracted by the augmentation. Furthermore, the
authors pointed out that the majority of current AR applications, as
well as their own, require the use of unwieldy equipment [46]. They
argue that if such equipment could be seamlessly integrated into the
user’s environment the acceptance for those systems would increase.
Their prototypical implementation was displayed on a conventional
nomadic navigation device. Although not being superimposed on
the windshield, their augmentation still provided a rather natural
interaction. Moreover, by way of showing a live-stream video, the
driver was constantly aware of the current driving situation even when
not viewing it directly.
Levy et al. pointed out that navigational systems have originally
been invented to reduce the cognitive demand of wayfinding tasks.
However, because of the complexity and position (mostly console-
mounted displays) of traditional navigation systems and devices, they
pose a source of driver distraction themselves. In order to reverse
this effect, Levy et al. introduced an Augmented Reality System of
Vehicle Operation (ARS VEHO). While focusing on issues related
to navigation and communication, the system provides multiple
interfaces, which aim to minimize potentially dangerous distractions.
Very similar to the previously presented research, the primary
navigational interface of ARS VEHO is a thick line painted on the
road surface. They extended this design by making the interaction
with the system primarily voice-driven. ARS VEHO further uses data
from different sources to estimate the driver’s workload. Based on
the calculated index, the system defers communication with the driver
until it considers the driver interruptible. As the system has still been
in a prototypical stage, further studies needed to be done to evaluate
whether the system does indeed reduce mental load and increase
drivers’ safety. Moreover, Levy et al. noted a dynamic recognition
of road boundaries would improve the accuracy of navigational
annotations.
In order to compare response times to information displayed on
conventional navigation systems in the instrument panel (IP displays)
and those superimposed on the windshield using mixed-reality
(WHUDs), Steinfeld and Green simultaneously presented participants
two slides [58]. Each slide showed a road scene. One slide was a
photograph of the scene (taken from a driver’s perspective) and the
other showed a navigation system’s representation. The latter was
from either of the two different display types (IPD or WHUD). The
results showed that drivers needed the most time to decide whether
those two slides showed the same intersection when confronted with
the IPD’s representation. Compared to a previously conducted study
with the same setup where response times for small HUDs where
investigated, participants needed approximately 400ms less when
confronted with the full-windshield HUD.

2.1.3 The age factor

Studies have shown that there is a significant difference of the im-
pact of divided attention for young drivers and elderly [10, 34, 48].
Brouwer et al. found that elderly show a decreased ability to divide at-
tention for lane tracking and in the accuracy of visual analysis. More-
over, they found that the impairment of elderly was less pronounced
when performing the secondary tasks vocally instead of manually [10].
The results of a dual task experiment in a simulated driving scenario
conducted by Ponds et al. indicated that while there is a significant
difference in the ability to divide attention between young and elderly
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drivers, the ability of young and middle-aged adults is about the same
[48].
Kim and Dey investigated if those age differences also apply when
performing tasks on mixed-reality displays [32]. Representative for
other in-vehicle systems they tested their concept of a windshield-
based navigation display system against a typical built-in GPS Sys-
tem. Analyzed properties included the amount of cognitive load and
divided attention. By directly displaying navigation information (i.e
driving directions) on the windshield they aimed at both facilitating
the task of mapping virtual information provided by a system to the
real driving environment and making the shift of attention focus re-
dundant as all information is available in one location. Their results
showed that drivers using the windshield-based display made fewer
navigational and driving errors. Moreover, their study findings proved
that mixed-reality displays can reduce both divided attention and cog-
nitive load. According to their qualitative evaluation elders preferred
the HUD over traditional in-vehicle systems and stated that they found
it more intuitive.

2.2 Driver assistance
Maneuvering a vehicle as a primary task involves reacting to and con-
trolling various types of information. Multiple laws and regulations
have to be followed such as not going over a certain speed limit. A
very important, if not the most important, aspect of driving is the in-
teraction with surrounding traffic. Drivers have to pay attention and
react to the behavior of other drivers on the road but also to sudden
events (e.g. child emerging from behind a parked vehicle) and hazards
(e.g. object lying on the road). Such information does not necessar-
ily have to be of a negative nature, alerts can also include everyday
information such as traffic signs.

2.2.1 Assistance systems
A plethora of systems have been developed so far to assist the driver
in his or her primary task. They range from detecting whether it is
raining to partially automatic parking assistants. Moreover, advanced
driver assistance systems (ADAS) do no longer aim to correct errors
when something has already happened (e.g. anti-lock braking), but
try to prevent dangerous situations and thus accidents by supporting
drivers directly in their driving task. One such system is for example
the intersection assistant that serves as an additional surveillance of the
traffic situation and warns drivers of potentially dangerous situations
(e.g. a cyclist, who is currently in the blind angle). As the field-of-
view of drivers is limited to the front and only partially to the sides,
so called ”virtual passengers” are used to enhance drivers’ situational
and spatial knowledge. Those systems warn drivers about hazards or
obstacles ahead on the road.

In general, adding alerts to in-car systems, which aim to improve

Fig. 5. Example of information overload [47]

driver alertness, has to be considered very carefully as warnings, es-

pecially when they are configured oversensitive, being displayed too
flamboyant or are subject to malfunction. Poorly designed alert sys-
tems have the tendency to not support the driver but distract them even
more [26]. Furthemore, displaying too much information can lead to
an information overload (see Fig. 5).

2.2.2 Context-aware alerts

Taking on the hypothesis that a lot of secondary tasks while driving
have become an integral part of many driver’s day, the goal of the
research of Levy et al. is not to entirely eliminate those tasks but to
develop a metric that in conjunction with a driver profile system allows
the system to postpone or interrupt secondary tasks in situation when
the primary task requires full attention [39]. However, the system used
should also try to offset the burden being imposed by secondary tasks.
Those systems need to be designed keeping the driver’s demands and
their cognitive load in mind. Levy et al. argue that it is not enough
to just display information in the driver’s line of sight. They note it
is more important that this information is seamlessly integrated into
the environment. This would significantly mitigate the effects of for
instance having to translate audio information coming from conven-
tional navigation system to spatial context. Along with several other
scholars, Levy et al. believe that this is best achieved by making use
of augmented reality approaches. In addition, based on the idea of
Dashtinezhad et al. [20] they claim that by combining the data cap-
tured by in-car technology with those from other vehicles on the road,
individual assistance systems would become more powerful and ex-
tensive traffic monitors would become redundant.
In order to avoid visual clutter, Doshi et al. integrated a context-aware
approach into their driver assistance system [21]. Alerts are only pre-
sented when the driver is either distractible or the information is of a
very high importance and thus safety-critical. One main goal of their
research was to make drivers aware of their current speed in relation to
the speed limit. Their system was implemented on a wide-area heads-
up windshield display and projected data via a laser on the windshield.
By comparing their WHUD with a conventional dashboard display,
they found that drivers who had been presented an alert on the WHUD
had a significantly reduced response time. Furthermore, they inves-
tigated the effectiveness of three different forms of alerts, namely a
warning (triangular exclamation point warning sign), numbers (tex-
tual alert) and a status bar showing the current speed and the speed
limit (graphical alert). The analysis showed that the warning sign was
the most effective in assisting drivers to keep the speed limit. However,
this sign actually increased the time drivers looked away from the road
as drivers looked down to the instrument panel to correct their speed.
In this respect the numerical form was the least distractive. The graph-
ical form did not prove particularly useful as drivers needed extra time
to register the information. The authors suggested removing alerts
completely if the driver has been ”noncompliant” to previous alerts.
George et al. developed the preventive Driver Assistance by Aug-
mented Reality for Intelligent Automobile (DAARIA) system, which
informs drivers of obstacles [24]. In order to keep distraction to a
minimum, they took the driver’s state into account. Their detection al-
gorithm consists of two components: the driver’s behavior and the ob-
stacle’s attributes. By capturing the driver’s head and eye position and
orientation, the current state of the driver is calculated. A weathervane
metaphor was used to display information in an egocentric perspec-
tive. The metaphor consists of three aspects: symbols representing the
type of the danger, color (red to green) for level of danger, height of
arrows for criticality and animation for increased credibility. The level
of danger of an obstacle depends on its proximity to the vehicle. The
authors note that more attributes could be added to this categorization
such as nature (pedestrian or vehicle) or the danger’s speed. In con-
trast to most scholars cited in this paper, George et al. do not believe
that displaying information on the entire windshield will be possible.
Hence and in order to keep cost down they used a tablet-PC installed
under the windshield of the car to display the augmented reality en-
vironment. To the best of our knowledge, this system has not been
evaluated yet.
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2.2.3 Visualisation schemes
During the last six years Vassilis Charissis did a lot of research con-
cerning Head-Up displays and their usefulness for ADAS. For the pur-
pose of this paper we will present their evaluation of a collision avoid-
ance system. In their work of 2011 they developed a full-windshield
head-up display that aims to reinstate a driver’s vision when hindered
by low visibility and adverse weather conditions [17]. In order to
achieve this Charissis et al. displayed information about lead vehi-
cles and the condition of the road. By way of introducing a color and
size coding for their symbolic representations, they conveyed differ-
ent levels of significance. In addition, their approach takes the physi-
cal and cognitive restrictions of elderly into account. They argue that
most warnings do not leave elderly drivers enough time to react. In-
deed, there is an area where collisions become unavoidable. The size
of this area depends of various factors such as velocity of the vehicle.
The main objective of Charissis et al. was to guide the attention of
drivers well in advance to potential collisions. Furthermore, the ap-
proach of systems completely taking control over the entire car would
be received as to intimidating. Like many other researchers, Charis-
sis et al. tested their approach against a conventional instrumentation
panel. Their evaluation showed that the WHUD interface reduces both
response times and collision occurrences.
A visualization technique introducing the representation of occluded

Fig. 6. Showing occluded objects on a virtual slope [62]

objects in the automotive industry was developed by Taya et al. [62].
Their visual assistance system represents the blind area behind other
large vehicle as a virtual slope (cf. Fig. 6). Especially at intersections
this visualization is intended to reduce the amount of collision acci-
dents. The augmented reality environment is created by combining a
road-view image captured from a static camera on the scene and an
image captured by an in-car camera, which is set on the dashboard.
The authors noted that this implementation is not ideal as it would re-
quire cameras at all intersections where the system ought to be used.
Hence, they suggest replacing the current implementation with a real-
time camera registration method.
A vision support system very similar to this slope representation is the
homonymous assistant proposed by Kojima et al [33]. This system fo-
cuses on supporting drivers at blind intersections by utilizing images
of roadside surveillance cameras. Instead of displaying the informa-
tion on a central in-car display, Kojima et al. simulated a windshield
HUD where virtual mirrors let drivers see the blind spots of intersec-
tions. While their evaluation found reduced response times for detect-
ing coming vehicles in dead zones, the authors argue that they needed
to repeat this study in real driving situations instead of with a partially
autonomous simulator.
Based on the positive results found through research, the MAN com-
pany integrated a blind-spot assistant into some of their vehicles. By
detecting objects in the blind angle of the vehicle, truck drivers are
warned by a symbol indicating the source of the obstacle in the cor-
responding mirror [53]. As Plavšic et al. pointed out to fully bene-
fit from visualizations of occluded objects, their representation has to
also convey the object’s distance and its spatial relationship between
this virtual and the real, physical object [47]. In fact, a study conducted
by Livingston et al. found that even when using the best graphical rep-
resentation, participants misjudged the occlusion relationship in about
10% of all trials [41].
In addition to speed limit warnings and collision avoidance, ADAS
also comprises safety distance keeping. Alves et al. explored a specific

approach to warn drivers when violating a predefined safety distance
using head-up displays [2]. They proposed and compared two visu-
alization metaphors as well as the impact of adding warning sounds.
Both visualizations are based on traffic signs as any one holding a
driver’s license should be familiar with. According to Chen and Wang
the safety distance is calculated using parameters such as reaction dis-
tance, surface conditions and the driver’s mean reaction time [18].
Alves et al. argued that this formula is too complex for drivers to dy-
namically calculate the current safety distance. Thus, this information
should be provided by a system. The conducted experiments found
that with both visualisations driver’s tended to keep the safety distance
more than without them. While the warning sounds did not show neg-
ative effects, participants considered them useful. Participants stated
that they preferred the metaphor based on safety marks painted on the
road in conjunction with sounds as it was considered the most intuitive
and adequate for forward collision warning.
Closely related to the safety distance is the distance required for brak-
ing. Tönnis et al. proposed two visualization schemes for longitudinal
and lateral assistance on automotive HUDs [65]. Both schemes rep-
resent the braking distance. One metaphor consists of a horizontal
bar shown over the front of the car. This bar indicates the position
where the car would come to a complete stop in case of emergency
braking. The second scheme extends this bar by drawing the path that
the braking would require. Participants of their evaluation study stated
that they preferred a visualization over not having a visual assistance.
While the schemes helped the driver’s performance, the path visual-
ization worsened their lane keeping ability. As a conclusion, Tönnis et
al. suggest keeping visualization of assistance systems as minimal as
possible but still easy to perceive.
As part of a different study Tönnis and Klinker investigated the effec-
tiveness of spatial alerting systems in respect to their form of repre-
sentation [64]. One visualization metaphor displayed information in
a bird’s eye schematic map whereas the other used Augmented Real-
ity. In both visualizations an arrow indicates the direction of a source
of danger, for the AR version it is a 3D arrow appearing over the car’s
front and in the other a 2D arrow pointing at a car. Using Head-Up Dis-
play technology, information is displayed in the area central to the pri-
mary task while driving. Furthermore, for both visualizations Tönnis
and Klinker used 3D encoded sounds to indicate the direction of the
hazardous situation. The experiment was conducted in four differ-
ent constellations to determine what representation would increase the
awareness of hazards while simultaneously reducing a driver’s work-
load. The authors pointed out that previous systems only highlight
obstacles visible through the windshield. They argue that directing a
driver’s attention towards the direction of an imminent danger within
the driver’s frame of reference is superior to representations in a differ-
ent position. This representation has been shown to primarily reduce
detection times and lane deviation. Overall, the bird’s eye schematic
map was outperformed by the AR-based representation. Moreover, the
integration of sound has been shown to not play a significant role in
this study.

Plavšic et al. investigated current in-vehicle Augmented Real-
ity applications and examined which mode of representation most
effectively increases road safety. By running a comparative study,
they tested contact-analog against unregistered presentation. Contact-
analog presentations are displayed at or near the location or source
of the corresponding information. Moreover, the visualization has
to be correctly aligned and have a strong connection to the physical
space. Hence, in an optimal situation drivers do not have to per-
form any sort of translating between the representation and the real
world. Both Bergmeier and Lange as well as Tönnis and Klinker found
that contact-analog representations outperform unregistered represen-
tations when shown in the driver’s field of view. Furthermore the re-
action time to shown obstacles was reduced [6, 64]. For their study,
Plavšic et al. compared four visualization schemes: two 2D unregis-
tered symbols (one as traffic signs and the other in a bird’s eye view)
and two 3D contact-analog symbols (one as annotation and the other
in conjunction with a bounding box). For an illustrative example see
Fig. 7. In contrast to previous studies, the results of this study showed
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Fig. 7. Registered and unregistered traffic symbols [47]

that the most preferable scheme for showing occluded objects is the
bird’s eye view, which gives an overview of the whole situation. The
second best scheme was found to be using contact-analog annotation
symbols.

3 CONCLUSION

Studies have shown that many car accidents can be associated with
human error [38, 59]. This lets recent advances in in-vehicle technol-
ogy appear to be counter-productive [2]. But as Young et al. noted
completely banning certain devices and systems as well as forbidding
drivers to engage in potentially distracting activities is not a practi-
cal way forward in dealing with a complex road safety problem [69].
Instead governments should accept that ”distraction is an inevitable
consequence of being human” and research should focus on designing
systems that minimize both exposure to avoidable sources of distrac-
tion and danger from unavoidable distractions.
Combined with sensing technology of modern cars, Head-Up displays
enable Augmented Reality visualizations for the driver. Our litera-
ture review has shown that there are three types of Augmented Real-
ity navigation systems. The information is either shown in portable
(nomadic) devices, using HUDs or superimposed on the windshield.
Along with Head-Up displays being a fairly new technology that still
needs to overcome technical challenges [43], scholars have already
proven that HUDs have potential to efficiently increase road safety.
Advantages of HUDs include decreased response time to unexpected
road events in comparison to HDDs [40, 57]. Furthermore, Burnett
as well as Kim and Dey found that compared to HDD-based naviga-
tion devices HUD-based devices can help reduce navigational errors
[14, 32]. Kim and Dey’s approach of a system utilizing the full wind-
shield as display was found to further mitigate the effects of divided
attention in comparison to conventional PNDs. In general, egocentric
visualizations have proven superior to exocentric schemes for local
guidance tasks [64].
Aside from these advantages, HUDs were also found to cause negative
effects such as cognitive capture(”lost in thought” [64]) and perceptual
tunneling (focus on one stimulus by neglecting other important tasks
[64]) [32]. Tönnis et al. pointed out that a display of any form loaded
with information can cause occlusion and an information overload for
the driver [64]. Indeed, when drivers were focusing on HUDs Liu
found a small variation in steering wheel angle and lateral accelera-
tion [40].

Open to question is which types of interaction are suitable to be per-
formed in a HUD. Tönnis et al. argue that as the driving task takes
place in the windshield, AR displays mainly should show informa-
tion directly related to the primary task [64]. This paper has presented
recent research on how interaction in automotive cockpits while ap-
plying several mixed-reality and display techniques can reduce unnec-
essary workload of drivers. Therefore we reviewed innovative naviga-
tion and advanced driver assistant systems. For the latter category we
discussed presentations for several types of relevant driving informa-
tion such as: driving path, distance and occluded objects warnings as
well as ADAS feedback.
Head-Up displays have been around for some time now and numerous
studies have shown that they have the potential to make driving safer,
yet there is still a long way till HUDs become standard in personal
vehicles. One possible reason for this is that the integration of HUDs
is still very expensive making them a luxury feature. Exactly for this
fact, the user acceptance of HUDs has only been able to be investi-
gated in experiments. As this brief analysis showed, researchers and
car manufacturers are still analyzing different visualization schemes
and explore ways how to best integrate such displays in the car without
needing complicated apparatus. We assume that once HUDs become
affordable, people will recognize their value and hence want to use it.
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User Acceptance, Satisfaction and Desires Regarding HUDs

Katharina Vierheilig

Abstract— Head-up displays, or HUDs, have become more and more present in the automotive sector. However, it remains unclear if
this technology will actually prevail as an inherent part of the cars interior. This depends primarily on the drivers of vehicles. Therefore,
this paper concentrates on the users attitudes towards head-up displays. After a short summary of the devices development and the
current state of the technology, the user acceptance, satisfaction and desires regarding head-up displays are analyzed. The results
are based on different findings of recent and previous studies. Besides, the current market situation is taken into account. Research
work mainly focuses on the evaluation of the drivers acceptance. The investigations have shown, that only little information about
people’s satisfaction and desires towards HUDs is available, which is mostly due to their lack of experience with the devices. For this
reason, the paper proposes an approach in order to obtain more subjective opinions.

Index Terms—HUD, head-up display, user acceptance, user satisfaction, user desires, automotive, in-car, subjective assessment

1 INTRODUCTION

It was already during the Second World War, when head-up displays
were developed in order to support the pilots of jet fighters. The tech-
nology has advanced during the last seventy years and further appli-
cation areas were found. In 1988, General Motors introduced the first
car with head-up display [15]. The new displays attracted a lot of in-
terest and it was assumed that they would ”[...] soon be available as an
optional feature in a wide variety of automobiles” [14]. Until now this
statement is not confirmed. Twenty years later we are still discussing
the acceptance of the technology and waiting for its breakthrough.

The most significant argument, which is mentioned in favor of
HUDs is the safety aspect. In the meantime, the cars interiors offer
a wide variety of features. Many of them aim at increasing the safety
by assisting the driver in the driving process. Those systems are also
called advanced driving assistance systems (ADAS) including, for ex-
ample, intelligent speed adaptation or driver drowsiness detection [8].
In contrast to other ADAS, head-up displays do not directly intervene
in the driving process, but rather leave the reaction to the driver. They
only assist the driver by presenting important information and giving
warnings in dangerous situations, e.g. when the speed limit is ex-
ceeded.

Besides the assistance of the driver, car manufacturers, like Audi
or Mercedes, already have quite extraordinary future visions for their
HUDs [15]. They plan to enhance the whole windshield with various
adjacencies information, which will not any more be limited to the
driving context. Information about the environment, for example about
places of interest or restaurants or even movies, could be displayed.
The possibilities appear to be numerous, but it seems, that there is still
a long way to go until HUDs are an integral part of the car’s interior.
Car manufacturers have only slowly started to implement the devices
in their cars.

Even though cars with head-up displays are now on the market, they
still need to be bought by the customers. The attitudes towards HUDs
is widely discussed by marketing experts, as well as by scientific re-
searchers and the opinions differ extremely. Some say that drivers have
no interest in HUDs, whereas positive voices state a general or even
high acceptance [20] [23].

In the following, the current status of implemented HUDs will be
described. The main part of the paper is dedicated to the evaluation
of the users attitudes towards HUDs. User acceptance, satisfaction
and desires are investigated from different perspectives. They are each
treated and discussed in separate sections. Concluding, an approach
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for an attitude survey will be proposed, which aims at getting more
detailed information about the users opinions regarding head-up dis-
plays.

2 OVERVIEW

Head-up displays are partially-transparent displays, which are pro-
jected to a cars windshield, directly in front of the driver. In the mean-
time they are available in full-color with variable brightness and po-
sition settings, which are automatically adapted to the lighting condi-
tions of the environment. Besides, there exist advanced devices, which
allow the user to adjust the settings according to his or her preferences.
All displays, which are on the market right now, are limited to a rect-
angular area. The usage of the whole windshield is still a future vision.

Whereas old displays were limited to display only current driving
speed and speed limit, the latest devices include additional information
about the vehicle state, like RPM or motor temperature, and navigation
directions. An example for a standard head-up display is shown in
figure 1.

Regarding the information on the HUD, it is distinguished between
”static” or ”dynamic” content. Whereas static content supports the
monitoring of the vehicle state, ”dynamic” information relates to the
driving situation and its criticality [2]. Depending on the current route
section, the content, which informs about the allowed driving condi-
tions, is constantly updated. This can be, information about no-passing
zones, speed limits or the current driving speed. Navigation directions
can be also ranked among the static content, since it is continously vis-
ible. Hence, all information on the display in figure 1 is rather static.
In contrast dynamic content only appears during dangerous driving sit-
uations. Those are specific driver assistance features, like keeping the
safety distance, lane keeping or collision avoidance. Only few of them
are implemented in cars yet, as we will see later.

The interaction with the display takes place by means of buttons,
either on the steering wheel or on the car’s console. Until now the
required interaction is limited to the user input for the navigation sys-
tem. However, further approaches, like gesture and speech interaction
are investigated for future applications [20].

The great advantage, which is often mentioned in combination with
head-up displays, is increased safety [2] [4] [15]. Since the most
driving-relevant information is concentrated at one location, the driver
does not have to ”search” for it on different displays. It is moreover
presented directly in the user’s line of sight. This reduces the fre-
quency and duration, during which the eyes are off the road. Thus, the
driver can more concentrate on the traffic with all important informa-
tion within the field of vision. According to studies this results in less
workload and improved driving performance, compared to standard
displays [18]. Faster response to speed limit changes and less variance
in the driving behavior (i.e. lateral acceleration) have been observed
[17]. Ablassmeier et al. state, that HUDs have the potential to capture
information more efficiently. The effect is even more significant, when
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Fig. 1. BMW head-up display including information about (a) no
passing-zone, (b) speed limit, (c) current speed and (d) navigation di-
rections [4]

older people are regarded [20].
Even though the image is projected to the car’s windshield, the

driver has the impression that it floats two meters before him above
the road. Consequently, the eyes have to switch less between close
and distance vision and, therefore, fatigue much slower. Again, el-
derly drivers, whose eyes have longer accommodation times, can ben-
efit from this [14][15].

Just like the benefits, the problematic of capturing and processing
the information on the HUD in combination with outside objects, is
researched [26]. It must be kept in mind, that head-up displays might
not only support the driver, but can also represent a distraction. Driv-
ing already requires a significant amount of visual attention. Mon-
itoring additionally displayed information even increases the mental
load [14]. This can again lead to longer response times during high
workload situations [6]. Therefore it is important to be selective about
the displayed content, including how and where it is located on the
windshield. It is not only essential to avoid perceptional tunneling,
but also occlusions of important outside information have to be pre-
vented [21]. This becomes an even greater challenge, when dynamic
information has to be displayed [2].

3 DEVICE TYPES

3.1 Built-in devices
It was already in 1988, when General Motors presented the first built-
in head-up display on the Oldsmobile Cutclass Supreme. After a short
period of attention, the displays did not win much further recognition
and remained a rarity for over twenty years. In the meantime, more
and more car manufacturers proceed to integrate head-up displays in
their cars, albeit reluctantly.

BMW was the first German manufacturer, which decided to project
specific driving-related data to the windshield of their high-class mod-
els. In addition to speed, speed limit, vehicle warnings and navigation
directions (see figure 1), lane keeping warnings are provided (see fig-
ure 2(a)). The optional ”night vision” feature supports person or ani-
mal detection. In doing so, a warning is presented on the display, like
it can be gathered from figure 2(b) [4].

In terms of displayed information and extra features, Audi’s head-
up displays are very similar to those of BMW. They only vary in their
technology, where Audi uses a more compact mode of construction.

Mercedes was more reluctant with the implementation of head-up
displays. The first generation of Mercedes cars, which is equipped
with HUDs, will only appear on the market by 2014. The prototypes
resemble those of BMW and Audi.

Besides those advanced head-up displays, some car manufacturers
decided in favor of simpler devices. Citroen and Peugeot restrict the
displayed information to speed and speed limit and use an extendible
display as projection plane [15]. Their goal is to keep the displays
minimalistic and low priced.

Fig. 2. Two implemented features of BMW head-up displays: (a) lane
keeping warnings, (b) person detection as part of the ”night vision” sys-
tem [4]

Fords 2013 Fusion model renounces completely to driving infor-
mation [5]. The display’s only purpose is to notify the driver with a
warning when it comes to pre-crash situations.

3.2 Portable devices
An alternative to built-in displays are portable devices, like the Garmin
HUD, which was introduced recently. Its usage is bound to ”[...] a
smartphone running either the Garmin StreetPilot app for iOS devices
or a Navigon navigation app for Android, iOS, or Windows Phone de-
vices” [12]. In combination with the app, the HUD can be compared
to normal plugin navigation systems. The only difference is that the
information, like the current speed, speed limit, estimated arrival time
and turn information is displayed as LED text in simple digital read-
outs, projected to a transparent surface. The latter is either a separate
plastic lens or a reflective film, which has to be attached to the wind-
shield right in the driver’s line of sight.

4 ACCEPTANCE

Regarding head-up displays, there is great uncertainty in knowing the
acceptance [23]. In fact, HUDs are researched a lot, but most papers
are targeted to a specific topic, like finding appropriate visualizations
for certain information [2][25] or determining the best interaction con-
cept.

For example, Ablassmeier evaluates the potential of multimodal in-
teraction techniques [20]. The distraction is measured with the help of
an eye-tracker, in order to determine the system performance. How-
ever, it has to be kept in mind that the performance of a system is not
always identical to the preferences of the users. This showed a study
on different interaction techniques. Even though an audio-only dis-
play outranged the HUD with respect to performance, the HUD was
preferred by the users [13].

The fact, that there exist different opinions, how acceptance is ac-
tually defined, makes the assessment of acceptance even more diffi-
cult. Therefore, a definition, as well as possible measurement meth-
ods will be presented, before the acceptance regarding HUDs will be
addressed.

4.1 Definition
The user acceptance is an important measure in order to predict or
explain the usage of a system. It is the extent to which users are willing
to use a technology or device for the tasks it was originally developed
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to support. However, this willingness often depends on the specific
user, like personal attitudes and subjective norms and values. Besides,
the context of system usage has to be differentiated.

One popular approach, which was also used by Davis, is to derive
the user acceptance from the perceived usefulness and the perceived
ease of use [9]. Those two variables are defined as ”the degree to
which a person believes that using a particular system would enhance
his or her job performance”, and accordingly ”the degree to which a
person believes that using a particular system would be free of effort”.

4.2 Measurement methods
A straightforward approach to determine the user acceptance of a
product, originates from the marketing sector. Normally, it can be
assumed that the purchase of a product is accompanied by its actual
use. Since the system use is an indicator for acceptance [9], the sales
volume also has to be one. Hence, the sales volume can be used to
draw conclusions for the acceptance of a product or, in this case, for
head-up displays.

Finding possibilities to evaluate the acceptance of new technology
is also subject of intensive research. Venkatesh et al. give an outline
of various acceptance models [29]. The technology acceptance model
(TAM) is frequently applied in a pre-prototyping phase to predict the
likeliness, that people make use of the technology in the future [3]
[23]. Another popular approach is to use Likert scale questionnaires
in order to get the subjective opinion and preferences of a user [13].

4.3 Market measurements
Unfortunately, the exact sales volume of head-up displays is not pub-
licly available for different countries or manufacturers. The total
worldwide sales volume of cars with HUDs was published in the con-
text of a report from IHS Automobile [10]. According to that, it
amounted to 2% of all vehicles sold in the year 2012, which corre-
sponds to 1.2 million units. Similar numbers can be found in a press
release from Techno Systems Research [27]. As it can be gathered
from figure 3, numbers for the sales volume only exist for the recent
past. Experts made forecasts about the future development of the sales
volume of HUDs, which appears to be quite positive. However, we
will refrain from using them to make any statement here. The informa-
tion of those reports is not sufficient to gain consolidated knowledge.

Fig. 3. IHS worldwide forecast of production of automobiles equipped
with head-up displays (in thousands of units) from June 2013 [10]

Even though the sales volume could be regarded as an indicator for
system use and user acceptance, the assumption, that people buy tech-
nology only, because they really want it, is too daring. The demand
for a product is decreasingly determinant for the purchase of a prod-
uct, the cheaper the price of it becomes. Price drops and marketing
strategies are rather claimed to be responsible for increasing the sales
volume [23]. If the increasing sales volume results from price drops in
the technology, we can no longer speak about acceptance. In the fol-
lowing, available scientific research will be analyzed to find out more
about the user acceptance of head-up displays.

4.4 Research findings
When research on HUDs started more than 40 years ago, the focus
was on military aircraft devices. In 1972, a survey of Navy pilots has

shown that the displays were already quite accepted in the aircraft’s
cockpits [16]. Sometimes the pilots perceived them as disturbing, es-
pecially during night. However, the navigation support during landing
and takeoff phase was highly appreciated. Around 25% of the respon-
dents quoted that they used the HUD as their primary display. Conse-
quently, the existence of the displays inside the aircrafts cockpit was
not questioned any more. The aim of the survey was rather to gather
opinions and recommendations for future improvements.

Several years later, the automotive sector discovered the technology
and started to install it in the premium models. However, only little in-
formation was displayed and the quality was bad. The brightness could
not be adapted to the lighting conditions, which made visibility diffi-
cult. Nevertheless, a research from 1990 showed, that the enthusiasm
was great, especially on the part of the manufacturers. Experts esti-
mated, that HUDs would soon conquer the automotive market. Others
were more skeptical and claimed that the digitization of automobiles
would scare people. This was actually confirmed by a survey of peo-
ple, who did not have a head-up display in their car. They were afraid
that the visual clutter would hinder them to monitor the traffic. But this
is only one side. Within the scope of another survey, upscale automo-
bile owners, who already had HUDs in their cars, were interviewed.
The respondents said they liked them, but preferred the usage during
night [14].

Thereupon a lot of new technology has appeared in the vehicles in-
terior, but the interest in head-up displays was little. In a research pa-
per from 1999, Kenneth et al. claim that the acceptance level amongst
drivers is low [17]. They attribute this to the fact, that there is no con-
sensus about the benefits. Hence, it is not surprising, that other sources
came to a different conclusion.

Tretten et. al tried to assess the acceptance of head-up displays by
means of an on-road study [23]. They installed the devices inside the
test persons cars. After several days, during which the devices had
to be used, they were questionned about their experience. Whereas a
source, referred to by the authors, claimed that drivers had only little
interest in HUDs, the results were rather positive. According to the
TAM a high acceptance level was proven with respect to ease of use
and behavioral intentions.

In the context of a usability study, Ablassmeier et al. asked peo-
ple about their attitude towards the HUD. 85% of them assured that
they accepted and desired it [20]. All the same, the majority of the
respondents would not like to resign totally to common head-down
displays. The HUD was rather seen as an additional display. Speed
and active cruise control was, with 86% and 90%, among the favorite
information to be presented on it. The authors are convinced about the
usefulness of HUDs. They state that the device can generate added
value to every different type of driver, ”[...] independently from age,
system experience, and domain specific knowledge”.

Besides the standard information, the HUD seems to be convenient
for more complex information, like a text menu, which requires user
interaction. Weinberg et al. evaluated the usability of a head-down
display (HDD), a head-up display and a display, which only relies on
audio input and output (audio-only display) [13]. Even though the
audio-only display resulted in the lowest distraction and, hence, best
performance measures, the users ranked the HUD as most desirable.
This finding relies on subjective preferences, which are displayed in
table 1. It is attributed to the reported ease of use, as well as the short-
ened required task time. The latter is higher for the audio-only display,
from which the user does not receive visual feedback. Consequently,
a good alternative would be an audio-visual interface, where the HUD
assumes the visual part. This approach was examined by Dicke et al.
and has proven to be the fastest technique to interact with the display
[6]. Inquired users tended to prefer the audio-visual combination.

Even though the HDD is the standard display, it obtained very bad
ratings. The HDD requires the driver to look away from the road in
order to gather the information. This is seen as great drawback [13].

Besides the presented results, the evaluation of the acceptance of
HUDs has revealed more specific results. Those will be treated in the
subsections below.
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Table 1. Subjective opinions about interaction-techniques of three dif-
ferent types of displays: audio-only, HDD and HUD; FA = fully agree, A
= agree, FD = fully disagree, D = disagree [13]

4.4.1 Novelty effect
When it comes to new technology, the novelty effect may not be ne-
glected. First-time users often have to become familiar with the system
before they can appreciate the advantages of the new technology. As
long as the displayed information constitutes a source of irritation to
the driver, the HUD is rather an item of danger than of safety. It can
only be a support, when the driver accepts to make use of it.

An interview of pilots has shown that it takes approximately 7 hours
of training until increased comfort is experienced. Hence, short-term
studies, which contain negative statements about visual clutter and dis-
traction, could be regarded as insignificant. Harrison attributes the
negative statements of the test persons to the missing or too short pe-
riod of familiarization [14].

More useful information can be gained by studies which proceed
over several days and take place under ”real” driving conditions. It
seems as if this option was not considered for research evaluations
before, except from Tretten et al. [23]. They measured the acceptance
before and after the experiment and, in fact, the opinions turned out to
be more positive in the end.

That attitudes tend to change after the actual system use, becomes
also evident from the survey of Waard et. al [7]. Comparing the an-
swers of the ”elderly” age group before and after the experiment, their
estimations about the system’s effectiveness and its usefulness have
threefold improved after the tests (see figure 4). While their opinions
were neutral in the beginning, they desired the system shortly after.

It is a general finding of user studies on new technology, that test
persons are often skeptical before they come into contact with the ap-
plication. They are not willing to use a system, because they first have
to get to know the system [1]. However, after a certain time of famil-
iarization, people can be convinced to use and appreciate new tech-
nology. Since head-up displays are new for the majority of drivers, it
makes only sense to carry out long term experiments in order to receive
significant results.

4.4.2 Older drivers
Head-up displays are particularly claimed to provide assistance for
older drivers, who have increased reaction times or impaired vision.
Therefore, elderly people are often subject of studies, which tend to
find out, how in-car driver assistance applications can help elderly peo-
ple and in which extent they would be used.

Waard et al. selected two age groups for their tests: ”young” people
between 30 and 45 years and ”elderly” people between 60 and 75 year
[7]. Even though older people are often more skeptical and ”[...] more
reluctant to use technical innovations [...]”, they were more attracted
to the system. Compared to the younger respondents, the awarded
points for all evaluated features were higher, sometimes even twice as
high (see figure 4). They estimated the system as very useful and even
desired it after using it.

Similar findings were reported by Davidse [8]. Some advanced
driving assistance systems (ADAS) appear more useful to elderly
drivers than to the younger generation. These include systems, which
show context-specific warnings during dangerous situations. Older

Fig. 4. Opinions of the young (a) and elderly (b) drivers about a system
before and after the system use [7]

people rather renounce to big cars and prefer to invest in extra features
which suit their needs. If this was the case the majority of the respon-
dents, who were questioned within the scope of a survey on ADAS,
were also willing to use and buy the device.

Elderly drivers seem to be a good target group for assistance sys-
tems, like the head-up display. Nevertheless, it has to be considered
that they have a decreased ability to divide attention, which results in
elevated workload [7]. This makes the design even more difficult, be-
cause too much information would overburden the driver and endanger
his safety.

5 SATISFACTION

5.1 Definition
A user can be regarded as satisfied, if his experience with a product
or system corresponds to his prior expectations. This is the definition,
which is used in the marketing context, also referred to as customer
satisfaction. For market research it is often evaluated in order to make
a statement about the performance of a product. Satisfaction is thus
used as an indicator to determine how well a product is received by
the customers. The measurement procedure is quite simple. The re-
spondents only have to give feedback about their satisfaction regarding
the specific product or system. The grading is mostly based on a Likert
scale, as it can be gathered later from figure 5 in section 5.2.

Scientific research takes the definition of user satisfaction more seri-
ously. Lindgaard et al. define user satisfaction as the sum of subjective
experience [11]. They preassumed that expectations and the interac-
tive experience play a major role for the resulting satisfaction of a user,

University of Munich (LMU), Media Informatics Advanced Seminar ‘Secondary Tasks’, 2013/2014

114



but wanted to analyze further factors. Therefore, they looked at other
criteria, like aesthetics, emotions, likeability and usability. Their ex-
periment results showed that expectations really play a major role. Be-
sides, a trend indicated that aesthetic appeal can have a high influence
on peoples satisfaction.

Taking a similar approach, Mahmood et al. analyzed the relation-
ship between end-user IT satisfaction and nine different variables [19].
It appeared, that all those variables had, to a varying extent, an impact
on the measured satisfaction. The variables, which were mentioned
as most significant, are user involvement in the development process,
perceived usefulness, user experience, organizational support and user
attitude towards the system.

5.2 Market measurements
The attitude towards a system, which is equal to its liking or disliking,
can be measured without an actual system use. Though, the evaluation
of user satisfaction depends on prior experience. Hence, it makes lit-
tle sense to measure the satisfaction with a system, which was never
used before. This makes it difficult to determine the satisfaction with
head-up displays, since the technology is not yet established in the
mass market. Only few people possess head-up displays and, there-
fore, there do not exist opinions to be inquired. This is probably the
reason, why research studies, which are based on opinions of ”real”
HUD users, are seldomly found.

Car manufacturers, like BMW, as well as HUD suppliers do per-
form surveys and interviews of their customers. However, those are
all private and not accessible. The only source, which can be referred
to here is a customer survey, which is referenced in the dissertation of
Miličić [22]. It was carried out by BMW in 2005 and aimed at de-
termining the customer satisfaction with respect to the implemented
head-up displays. The results, represented in figure 5, indicate that the
users are almost completely satisfied with the built-in devices. Unfor-
tunately, further details, like positive or negative comments, are not
available.

Fig. 5. Results of a customer survey in order to determine the general
satisfaction with HUDs. From 5 = very satisfied to 1 = very dissatisfied;
n: number of participants [22]

5.3 Research assessment
Research studies often include user experiments, during which the user
is confronted with the system. It is often the first time, that the user in-
teracts with the system. This means that the measured results can only
assumed as potetial. They are not ”real”, since they are not based on
real life situations, but mostly only on short time periods. Moreover, it
has to be kept in mind, that the persons only use the system, because
they were asked for it.

Nonetheless, just like for the assessment of acceptance, these re-
search experiments could be used to gain knowledge about the user
satisfaction towards HUDs. However, this is rarely done. Most ap-
proaches concentrate on efficiency and effectiveness, while the mea-
surement of satisfaction is left out [11]. Even though satisfaction is
sometimes measured in the context of user tests, it rather aims at de-
termining the acceptance. This is illustrated by some research ap-
proaches, which I already mentioned in 4.4.

Waard et al. measured the satisfaction of their respondents [7]. But
since the survey aimed at the evaluation of a tutoring and enforcement

system, the results are not sufficiently meaningful to draw conclusions
for the satisfaction of HUDs.

Weinberg et al. conclude from their findings (see table 1) that, com-
pared to other displays, the HUD results in highest user satisfaction
[13]. In order to avoid redundancy, I will not continue to analyze user
satisfaction with respect to research experiments, here.

Remarkably few scientific researchers are interested in the opinion
of ”real” HUD users. In 1990, a survey of drivers, who owned a car
with head-up display, showed a general satisfaction [14]. However,
technology was still in an early development phase and, thus, people
preferred to use the displays during night. This leads us to conclude
that the displays quality has an influence on the user satisfaction.

In 1972, pilots were questioned about their opinions towards air-
craft head-up displays, which they were already using in their daily
routine [16]. The survey’s aim was to determine if the displays meet
the pilots requirements. Therefore, the displayed symbols and their
size was discussed. Similar evaluations in the automotive sector are
missing.

6 DESIRES

In this context, desires are treated as wishes or demands relating to
head-up displays. However, those are only revealed after intensive
system use. This is normally the case, when it becomes integrated in
daily life. And again, that is where the problem lies. Either there is
no information about user desires regarding head-up displays, or it just
cannot be accessed.

Research papers do not target the evaluation of user desires. Only
small hints and few user comments are available. In the following, this
information will be used in order to derive probable user desires.

6.1 Adaptability
Adaptability seems to be right at the top of the people’s wish list. Al-
ready in 1990, the respondents expressed the wish to have as much
control over the system as possible [14]. This opinion has not changed
by now. Drivers, who use head-up displays, want to be able to de-
cide if the device is on or off. Furthermore, the display must not be
fixed to one location, but the horizontal and vertical positions should
be variable.

These functionalities already belong to the HUDs standards. For the
future, the pressing need for improved display areas was formulated by
Tretten et al. [23]. The authors predict that the technical progress will
enable ”[...] newer and more exciting locations and placements [...]”.

Also, not every driver requires the same set of information on the
HUD. A user specific display configuration might be desirable. Thus,
irrelevant and redundant information can be faded out [22]. This has
the positive effect, that possible visual clutter and the information
overload on the driver is kept at a low level. As soon as displays be-
come bigger and the whole windshield can be used, it might be even
requested that the driver can assign single information items to a pre-
ferred location.

6.2 Infotainment
Until now, head-up displays aim at supporting primary and secondary
tasks, which means driving and controlling the vehicle’s state. During
the last few years the amount of infotainment systems and comfort
applications, which are part of the car’s interior or used inside the car,
has grown [20]. Those applications no longer aim at supporting the
driver at driving and controlling the car (primary and secondary tasks),
but rather at entertaining and providing comfort to the passengers. The
logical conclusion is, that future HUDs will increasingly target tertiary
tasks.

Latest research papers discuss more and more frequently, how head-
up displays can be used for infotainment [24][28]. The desire for in-
fotainment was not explicitly expressed by a user. However, it can be
derived from the particular attention, researchers pay to this subject.

Whereas radios or music players are already a integral part of the
vehicle’s interior, head-up displays could enable to interact with fur-
ther driving unrelated information [24]. Refraining from the informa-
tion overflow, text messages, e-mails or news can be displayed on it.
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It would be even possible to surf the web on the windshield and con-
nect to social media services. These are no random ideas, but they
are founded on the latest development of information technology. As
a matter of fact, people do make phone calls and interact with their
smartphones, even though it is dangerous. Nowadays ”[...] immediate
access to data and instant notification of communication possibilities
[...]” is essential to a majority of people [28].

7 CONCLUSION

This paper was dedicated to the evaluation of the users attitudes to-
wards head-up displays. Therefore, user acceptance, satisfaction and
desires were considered as main points. It seems as if scientific re-
search mostly focuses on the acceptance aspect. This is most probably
due to the fact that experts still disagree, if the displays prevail in the
long term. It is not yet decided, if the alleged increase in safety can
outweigh the people’s concerns.

At the moment too many drivers believe that the additional infor-
mation on the windshield would only distract them from driving. But
studies have shown that this is mainly a prejudice, which can be ne-
glected after a certain accommodation period. It was observed, that
the acceptance towards head-up displays increased, as soon as the test
persons became used to it. Even though most of them were rather
skeptical in the beginning, they came to appreciate the display and
could imagine using it as support in everyday traffic.

According to the market forecast of IHS research the sales of cars
with head-up displays will increase significantly during the next few
years. This can be gathered from the trend visualized in figure 3 of
section 4.3. By 2020 the sales volume is supposed to reach 9%, which
is equal to about 9.1 million units. The experts of Techno Systems Re-
search attribute the imminent accelerating increase to the introduction
of the ”Next Generation” HUDs, which will be available on the market
in 2014 [27]. It is claimed, that those will - more than ever before -
convince people, due to improved technology, like the Embedded and
Small Projector (Pico Projector) or Traffic Sign Recognition (TSR).
Besides, middle range and low-end models can then be offered with
existing HUDs, but for a more favorable price.

Whereas the marketing experts are quite positive about the accep-
tance of HUDs, scientific research does not make clear statements
about user acceptance and satisfaction. Surveys on desires regarding
HUDs cannot be found at all. Research papers are mostly addressed
to very specific aspects of the head-up display, like the size, the dis-
played information, the design or the interaction technique. Moreover,
their studies are based on tests, which differ from the normal driving
conditions and extend over quite short test period. This may result in
very specific, possibly wrong findings.

Therefore, I propose to carry out a test, which has to take place
under certain conditions. In contrast to earlier experiments, the time
of system usage has to be increased and the context of use has to be
adapted to the real driving situation. The test persons have to make use
of the head-up display for several days. One possibility is to install a
portable device inside the own car, like it was done for the experiment
of Tretten et al. [23]. After the test period, the test persons have to an-
swer a range of questions about their experience with the HUDs. The
questions have to range from very general to very specific. It is im-
portant to determine the user’s likes and dislikes. Moreover it is useful
to gather opinions, which go beyond the experience with the system.
For example, it could be investigated, which further applications the
respondent can imagine for future HUDs. The need to display nav-
igation information on the display was already expressed within the
scope of a survey from 1990 [14]. The fact that navigation is a stan-
dard feature of todays head-up displays shows, that asking the ”real”
users about their opinions is a good approach to draw conclusions for
future development. Hopefully, the findings from a survey like this can
help to better understand the user and find the perfect configuration for
a head-up display, which can be accepted by the majority of drivers.
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[21] M. Tönnis, G. Klinker, M. Plavšić. Survey and classification of head-
up display presentation principles. In Proceedings of the International
Ergonomics Association (IEA), 2009.
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