
 

Using Hands and Feet to Navigate and 
Manipulate Spatial Data

 

 

Abstract 
We demonstrate how multi-touch hand gestures in 
combination with foot gestures can be used to perform 
navigation tasks in interactive systems. The geospatial 
domain is an interesting example to show the 
advantages of the combination of both modalities 
because the complex user interfaces of common 
Geographic Information System (GIS) requires a high 
degree of expertise from its users. Recent 
developments in interactive surfaces that enable the 
construction of low cost multi-touch displays and 
relatively cheap sensor technology to detect foot 
gestures allow the deep exploration of these input 
modalities for GIS users with medium or low expertise. 
In this paper, we provide a categorization of multi-
touch hand and foot gestures for the interaction with 
spatial data on a large-scale interactive wall. In 
addition we show with an initial evaluation how these 
gestures can improve the overall interaction with 
spatial information. 
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Introduction & Motivation 
Multi-touch has great potential for exploring complex 
content in an easy and natural manner. Some 
designers of these multi-touch applications make use of 
the geospatial domain to highlight the viability of their 
approaches. This domain provides a rich and interesting 
testbed for multi-touch applications because the 
command and control of geographic space (at different 
scales) as well as the selection, modification and 
annotation of geospatial data are complicated tasks and 
have a high potential to benefit from novel interaction 
paradigms [16]. Our hypothesis is that combining hand 
and foot gestures has several advantages over pure 
hand-based multi-touch systems. Hand gestures are 
good for precise input regarding point and area 
information. It is however difficult to input continuous 
data with one or two hands for a long period of time. 
For example, panning a map on a multi-touch wall is 
usually performed by a “wiping”-gesture. This can 
cause problems if the panning is required for larger 
distances, since the hand moves over the surface and 
when it reaches the physical border it has to be 
repositioned and then moved again.  Foot interaction, 
however, can provide continuous input by just pushing 
the body weight over the respective foot. Since the feet 
are used to navigate in real life, such a foot gesture has 
the potential advantage of being more intuitive in the 
sense that it approximates a highly innate metaphor. 
One important observation of previous studies [12] 
with multi-touch GIS is that users initially preferred 
simple gestures, which are familiar from systems with 

mouse input using the WIMP desktop metaphor. After 
experiencing the potential of multi-touch, users tended 
towards more advanced physical gestures [17] to solve 
spatial tasks, but these gestures often were single hand 
gestures or gestures, in which the non-dominant hand 
just sets a frame of reference that determines the 
navigation mode, while the dominant hand specifies the 
amount of movement. For example the tilt operation 
was mostly performed by pressing the non-dominant 
hand flat on the screen and by moving the dominant 
hand up and down to adjust the tilt angle. Motivated by 
these observations, we developed a method by which 
users can perform actions on a large-scale multi-touch 
wall with both hands and with their feet by shifting 
their weight over their feet on a Wii Balance Board [9]. 

 

Figure 1: User is interacting with both hands and feet 
with a virtual globe using a large size multi-touch wall. 
User is standing on a Wii balance board (marked with 
yellow circle). 



  

For example, tilting is performed just with the feet and 
two-handed gestures can be used for more appropriate 
tasks, such as zooming or region selection (see figure 
1). 

Related Work 
Until today mice and keyboards are still used by most 
GIS users to navigate, explore and interact with a GIS 
even though they are not optimal devices for this 
purpose. Since 1999, several hardware solutions have 
existed that allow for the realization of GIS with multi-
touch input on surfaces of different sizes. The webpage1 
of Bill Buxton gives a good overview on the actual 
technologies, as well as the history of multi-touch 
surfaces and interaction. With today's technology it is 
now possible to apply the basic advantages of bi-
manual interaction [1], [4], [7], [17], [18] to the 
domain of spatial data interaction. Even though multi-
touch interaction has received a lot of attention in the 
last few years, the interaction possibilities of the feet in 
combination with multi-touch for a large-scale display 
were not considered as much, not even in the 
geospatial domain.  

What is still lacking is a better understanding of how 
multi-touch finger gestures can be used in combination 
with foot control in spatial applications. In [10] Pearson 
and Weiser identify appropriate topologies for foot 
movement and present several designs for realizing 
them. In an exploratory study [11] they assessed a 
foot-operated device against a mouse in a target-
selection task. The study showed that novices could 
learn to select fairly small targets using a mole. We 
present a combined framework for multi-touch and foot 

                                                   
1 www.billbuxton.com/multitouchOverview.html 

interaction. In addition to our previous work [15] we 
initial evaluated the advantages of combing both 
modalities in the geospatial domain. 

Multi-touch and foot input for GIS 
As mentioned in the motivation, the combination of 
direct hand input and indirect foot input provide an 
interesting set of interaction possibilities for the 
geospatial domain. Hand gestures are well suited for 
rather precise input. Foot interactions have a couple of 
advantages over hand interactions on a surface: (a) 
they provide an intuitive means to input continuous 
data for navigation purposes, such as panning or tilting 
the viewpoint, (b) foot gestures can be more economic 
in the sense that pushing one’s weight over from one 
foot to another is less exhausting than using one or 
both hands to directly manipulate the application on the 
surface, e.g. when trying to pan a map over a longer 
distances, (c) they provide additional mappings for 
iconic gestures for single commands. Some basic 
interaction are explained in the following: 

Panning can be performed by applying a single hand 
gesture (Pointing at a certain location on the map and 
dragging it to the desired location). Panning can also 
performed by leaning to one side on the balance board 
to perform continues panning into one direction (In the 
current implementation we can distinguish between 8 
directions). Simply leaning forward to the map display 
with the feet performs tilting. Zooming can be 
performed by dragging two fingers or whole hands 
apart. In a combination of hand and foot input, a user 
can zoom to a certain location on the map by pointing 
at the location and controlling the zoom level by 
leaning towards or away the map display (see figure 1 
and video). Furthermore gestures can be performed 



  

with the feet (e.g. a “waiting gesture”; people waiting 
often standing on her sidefeet as can be seen in figure 
2). 

Initial Evaluation 
We conducted an initial user study to compare multi-
touch interaction against multi-touch interaction 
combined with foot input. The study was conducted 
with 18 participants, 10 female, 8 male, with a mean 
age of 25.3 years (ages 21-33).  

The study was set up with a between-participants 
design. The task was the following: The subjects had to 
solve simple geospatial tasks to get information about 
certain places in the world. For example they had to 
navigate (with pan, zoom, rotate and tilt) to 

Washington, D.C., find the Washington Monument. 
Subsequently gather information about the monument 
(“When was it build?”) the Lincoln Memorial and the 
Capitol. Another task was to measure distances on the 
globe (e.g. “How far is from Washington to Chicago?”). 

After the actual test, users were asked to rate the map 
navigation techniques by filling out a modified version 
of the “user interface evaluation questionnaire” of ISO 
9241-9 with only a single Fatigue (seven-point rating; 
higher scores denote a better rating). The total time of 
the experiment was about 60 minutes for each 
participant. 

The answers varied strongly between subjects, which is 
reflected in the large confidence intervals (see Figure 
3). Just the differences in the categories comfort, 
smoothness and learnability are significant at the 5% 
level. In general, the tilting gestures caused problems 
for the users using the pure multi-touch system. 
Overall the users liked the extended foot input 

 

Figure 3: Results of the user interface evaluation 
questionnaire. 

 

Figure 2: Foot waiting gesture. People waiting often 
standing on her sidefeets. This interaction can be used to 
return to the home screen. 

 



  

modality. They gave us comments like: “It is feels so 
natural: going up on my tiptoes and looking onto the 
world''. They tended to perform tasks faster, because 
they could perform actions (e.g. panning and zooming) 
simultaneously rather than in sequence as with a pure 
multi-touch system. In general the users had no 
problems performing the simple foot interaction on the 
balance board and liked the additional modality. 

Implementation 
We used a low-cost, large-scale (1.8 x 2.2 meter) 
multi-touch surface that utilizes the principles of FTIR 
(Frustrated Total Internal Reflection) [3], [13]. For 
image processing a Java multi-touch library, developed 
at the Deutsche Telekom Laboratories [5], was used. 
The application is based on NASA's World using the 
Java-based SDK [8]. The Wii Balance Board [9] is 
wirelessly connected via Bluetooth and GlovePie [2] 
was used to stream the sensor data from the Wii 
Balance Board to the application. 

Conclusion and Further Work 
In this paper, we have presented a mapping of multi-
touch gestures with foot input from the Wii Balance 
Board to geospatial operations.  

We have provided a first concept and implementation of 
the combination of multi-touch hand and foot 
interaction. For this purpose we have combined the 
advantages of both to overcome interaction problems 
with spatial data as one example for suitable domains. 
We are working on applying our framework to other 
domains to derive a general set of hand and foot 
interaction. 

More generally, foot interaction provides an orthogonal 
horizontal interaction plane to the vertical multi-touch 
hand service and can be useful to improve the 
interaction with large-scale multi-touch surfaces. We 
still need to explore the combination of interaction in 
both planes for spatial tasks further, but believe that it 
has a huge potential for interaction with in spatial 
domain or even in any other visualization domain that 
uses a 3D space to organize data. In addition, the 
combination of the directness of hand input and the 
indirectness foot input provide an interesting research 
direction. 

Interaction designers should to be aware to not 
degrade multi-touch to single touch, while using the 
non-dominant hand only for switching between 
different modes [14]. We show how additional 
modalities can overcome this problem and let users 
interact more intuitively and even faster. This has to be 
tested with further user studies. 

Finally, we are investigating solutions that allow users 
to move freely in front of the multi-touch wall and still 
being able to perform foot gestures. This could be 
accomplished by using a larger sensor mat with 
multiple strain gauge force sensors that allow the 
measurement of weight more precisely at different 
positions in front of the multi-touch surface. This would 
also allow the interaction of multiple users, an 
extension that we believe would be very useful for the 
given domain. 
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