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Figure 1: We present PriView, a concept to visualise potential privacy intrusion (i.e., video or audio recordings) in the users’
vicinity. We compared two output devices, namely a mobile application (left) and a head-mounted display (right). We imple-
mented five visualisations for each. We found that details in the form of text labels were preferred in both versions. However,
more subtle indications were considered adequate in some scenarios.

ABSTRACT

We present PriView, a concept that allows privacy-invasive devices
in the users’ vicinity to be visualised. PriView is motivated by an
ever-increasing number of sensors in our environments tracking
potentially sensitive data (e.g., audio and video). At the same time,
users are oftentimes unaware of this, which violates their privacy.
Knowledge about potential recording would enable users to avoid
accessing such areas or not to disclose certain information. We
built two prototypes: a) a mobile application capable of detecting
smart devices in the environment using a thermal camera, and b)
VR mockups of six scenarios where PriView might be useful (e.g.,
a rental apartment). In both, we included several types of visual-
isation. Results of our lab study (N=24) indicate that users prefer

CHI °21, May 8-13, 2021, Yokohama, Japan

© 2021 Copyright held by the owner/author(s). Publication rights licensed to ACM.
This is the author’s version of the work. It is posted here for your personal use. Not
for redistribution. The definitive Version of Record was published in CHI Conference
on Human Factors in Computing Systems (CHI'21), May 8-13, 2021, Yokohama, Japan,
https://doi.org/10.1145/3411764.3445067.

simple, permanent indicators while wishing for detailed visuali-
sations on demand. Our exploration is meant to support future
designs of privacy visualisations for varying smart environments.
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1 INTRODUCTION

Mark Weiser’s vision of computers that “weave themselves into the
fabric of everyday life” has become true [49], leading to increasing
saturation of our environment with sensors. Such sensors can be
found in both, personal devices as well as in our environment. For
example, smart speakers can eavesdrop our conversations, smart
TVs and smart vacuum cleaners can observe our homes using their
built-in camera, surveillance cameras monitor public spaces, and
cameras and microphones in smartphones and laptops can be ac-
cessed by many applications running on those devices.

While in many cases the data collected by those sensors serve
a meaningful purpose, such as assisting users or ensuring public
safety, their presence might be problematic from a privacy point of
view. Users are often unaware of sensors in the first place and, hence,
cannot avoid being exposed to them. Think about a public transport
station where users generally do not know where surveillance
cameras are placed and whether additional measures, such as face
recognition, are employed!; similarly, guests in smart homes might
be unaware of the loudspeakers serving as voice assistants or hidden
cameras might be placed in rental apartments®3; or smartphones
carried by employees might observe their work environment or
record conversations. In all these cases, people might want to know
about such devices to deliberately decide to avoid a particular area
or not to disclose certain information.

In this paper, we present PriView as a concept to support users
in such situations. The idea is to visualise the position of sensors
in the environment; provide users information about the sensor
(e.g., which data is collected and with whom it is shared); and
in particular, highlight areas of potential privacy intrusion (such
as video or audio recording). An example output device for such
visualisations is Augmented Reality (AR) glasses. AR is likely to
find its way into users’ everyday life in the near future (cf. Apple’s
new generation of AR glasses?).

In this paper, we first explore the design space and possible
application scenarios of PriView. Secondly, we built two prototypes,
namely a) a mobile application capable of detecting smart devices
in the environment using a thermal camera; and b) VR mockups
of possible application scenarios, private as well as public, where
PriView might be useful (e.g., a public train station or a rental
apartment). For both applications, we implemented various ways
of visualising the privacy relevant information (e.g., text labels or
frames around the device). Thirdly, we report on a user study (N=24)
in which we investigated both versions of PriView. In particular,
we let users try out our prototypes using the think aloud method
and conducted semi-structured interviews.

Our results show that participants appreciated the ease of using a
headset to explore their environments, but could also imagine using
PriView in a mobile application on-demand. For unfamiliar private
places in which device owners and the purpose of data collection

!https://www.theguardian.com/technology/2020/jan/24/met-police-begin-using-
live-facial-recognition-cameras, last accessed August 9, 2020
Zhttps://www.theatlantic.com/technology/archive/2019/03/what-happens-when-
you-find-cameras-your-airbnb/585007/, last accessed August 9, 2020
3https://www.forbes.com/sites/suzannerowankelleher/2020/01/27/why-you-should-
start-screening-for-hidden-spy-cameras-when-you-travel/#ffe069b5afds,

last accessed September 1, 2020

4refer to, e.g. https://www.techradar.com/news/apple-glasses,

last accessed June 26, 2020
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might be unclear, participants generally wished for more detailed
visualisations, while appreciating simple warning indications to
get a first overview in a new scene.

Contribution Statement. With PriView, we contribute 1) poten-
tial application scenarios and design opportunities for privacy vi-
sualisations in both, private and public spaces; 2) we built two pro-
totypes (a mobile and a VR application), exploring both, detection
and visualisation of smart devices in the user’s vicinity and various
sample use cases (VR only); 3) we discuss our results, formulate
design challenges, and suggest directions for future research.

2 BACKGROUND & RELATED WORK

With privacy, we refer to users’ ability to decide about and control
their personal data being captured [12]. However, staying in control
becomes challenging as computational systems tend to be invisible
and it is hard for users to know where their data is flowing [50].
Hence, users need to be aware of data being tracked in the first
place. To enable users to be aware of potentially privacy relevant
devices (i.e., recordings of their personal data), several measures
have been suggested in related work. We present further measures
closely related to our concept below.

2.1 Privacy Notices & Visualisations

Privacy policies are currently providers’ main means to communi-
cate their data collection and processing practices to consumers.
Approaches to design such notices have been suggested [44]. How-
ever, such text-based policies are rarely read thoroughly by users [48].
To address this, several solutions have been suggested. For instance,
PriBot is a conversational agent that can answer questions on pri-
vacy policies [20]. Kitkowska et al. stated that privacy Uls should
enhance curiosity to foster the comprehension of privacy policies
and suggested respective designs [23]. Mozilla provides an emoji-
based crowd-sourced assessment of the “creepiness” of a number
of smart devices®. Personalised privacy assistants support users
to make and communicate their decision on privacy settings [11].
Furthermore, attempts to visualise information on devices [36] and
data flows [5] within smart environments have been done.

2.2 Privacy Labelling

Privacy labels on IoT device’s packaging have been subject to prior
research [13, 16, 22] and recently became mandatory in several
countries (e.g., UK®, Singapoore”). Moreover, new data protection
regulations make it mandatory in many countries to indicate by
physical signs that CCTV is active in public spaces.

Kelley et al’s privacy labels allow users to grasp information
more quickly as compared to natural language privacy policies [22].
Following this approach, Naeini et al. found privacy and security
as especially influencing users’ purchase decisions if devices are
capable of collecting sensitive data [16]. Thus, such information

Shttps://foundation.mozilla.org/en/privacynotincluded/,

last accessed September 1, 2020
®https://www.gov.uk/government/consultations/consultation-on-regulatory-
proposals-on-consumer-iot-security/consultation-on-the-governments-regulatory-
proposals-regarding- consumer-internet- of- things-iot-security#designing-a-
security-label, last accessed September 1, 2020
"https://www.csa.gov.sg/programmes/cybersecurity-labelling,

last accessed September 1, 2020
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should be included in privacy labels. The design of such labels
was further evaluated with experts and consumers, suggesting that
a secondary information layer beyond the packaging itself could
carry more details [13]. Also, Apple recently introduced “nutrition
labels” for apps®. However, users affected by the data collection are
oftentimes not in hand of the device’s packaging, e.g. for devices
that have been installed in hotel rooms or public spaces. In addition,
such labels do usually not cover the current state of the device (i.e.,
if it is currently recording data). Furthermore, for, e.g. CCTV signs,
it remains unclear to users as to where exactly the tracking happens
and if additional measures (e.g., face recognition) are being applied.

2.3 Device Indicators

Many IoT devices indicate their current state (i.e., currently active
and/or recording data) by various indicators, e.g., small LEDs in-
dicate that a webcam is on. As another example, Amazon’s Alexa
indicates by a light ring that it is currently recording [10, 26]. At
the same time, this indication might be unclear to novice users and
additional means to support users’ privacy have been suggested,
including wearables jamming the signal [6] and tangibles fostering
the use of the device’s muting functionality [47]. Furthermore, users
tend to overlook such device-centric indicators [9, 41] and/or have
only limited means to take consequences.

2.4 Device Locators

Related work has also looked into a) how to detect sensors and
their state in the environment and b) how to communicate this
information to users in the form of device locators.

2.4.1 Detecting Sensors in the Environment. Various approaches
to detect sensors and/or smart devices in the environment exist.
For instance, the presence of smartphones can be determined by
scanning for Bluetooth MAC addresses. Furthermore, the signal-to-
noise ratio can reveal the distance of a device. Means to find hidden
cameras in rental apartments were suggested’, including network
scans (e.g., Fing!?), scanning rooms manually for plugged in items,
or radio frequency detectors'!. Finally, Youngjun et al. showed that
thermal cameras can be used to detect surfaces [7]. Abdelrahman et
al. highlighted the potential of using thermal imaging to determine
whether devices are recording or not [1]. This motivated us to
detect devices for PriView using a thermal camera.

2.4.2 Device Locators. To support users finding IoT devices in
their environment, several means have been suggested in related
work. Song et al. suggested visual and auditory cues attached to
the devices, increasing their participants’ search efficiency as com-
pared to no locators [45]. Related mechanisms have been suggested
to support users in finding objects using visualisations in smart
glasses [17]. While such mechanisms can increase users’ awareness
about devices’ position, they can also serve other purposes such as
learning about IoT devices [45].

8https://mashable.com/article/apple-privacy-nutrition-labels-ios14/?europe=true, last
accessed September 1, 2020
https://www.abc15.com/decodedc/technology/apps-help-track-hidden-cameras-in-
airbnb-and-hotel-rentals, last accessed August 23, 2020
Ohttps://play.google.com/store/apps/details?id=com.overlook.android.fing&hl=de,
last accessed July 03, 2020
Uhttps://www.cnbc.com/2019/06/28/how- to-find-cameras- in-your-airbnb-or-hotel-
room.html, last accessed August 23, 2020
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2.5 Summary

Users are oftentimes unaware of IoT devices collecting their per-
sonal data [8], which makes it impossible for users to exert control
over the data collection, i.e. to protect their privacy [12, 50]. With
PriView, our goal is to help users to not only physically locate IoT
devices being static in arbitrary environments but to also identify
dynamic devices (e.g., smartphones in bystanders’ pockets) as well
as areas being covered by potential recording (i.e., potential privacy
intrusion) and to provide additional information (e.g., data practices).
This will help users to take action, if necessary. Additionally, as
opposed to existing measures, PriView is independent from device
providers in the first place as we suggest to detect devices in users’
vicinity using sensing technology such as a thermal camera.

3 RESEARCH APPROACH

Users might be unaware of (hidden) IoT devices and generally wish
for information in that regard, in particular in spaces they perceive
as private [45]. We implemented PriView to help users in not only
locating but also understanding sources of potential tracking by
providing them with AR visualisations in a mobile application or
a head-mounted display (HMD). With our work, we contribute to
answering the following research questions:

RQ1 Privacy Awareness: Can PriView support users in pro-
tecting their privacy?

RQ2 Information: Which amount of information do users
prefer (in which context) and why?

ROQ3 Visualisation: Which type of visualisation is most pre-
ferred by users for which setting?

RQ4 Interaction: How would users like to interact with such
visualisations?

In the following, we describe potential application scenarios for our
concept, based on factors that impact users’ privacy concerns. Next,
we describe our concrete implementations for PriView. We then
report on our user study with two prototypes using two output de-
vices, namely a mobile application and an HMD. We conclude with
discussing opportunities and challenges of privacy visualisations
for varying smart environments.

4 APPLICATION SCENARIOS FOR PRIVIEW

To choose a sample of application scenarios for PriView, we built
upon factors impacting users’ privacy concerns.

4.1 Factors Impacting Privacy Concerns

IoT devices are increasingly present in users’ daily surroundings,
including their own home, but also other places such as unfamiliar
private households, hotel rooms or public spaces. While such de-
vices provide a rich variety of features (cf. [33] for an overview),
they have the potential to invade users’ privacy by collecting and
processing their data. Users’ acceptance of IoT devices is influ-
enced by a myriad of factors, including perceived privacy risks [25]
and perceived benefits [42]. Tabassum et al. investigated user per-
ceptions and concerns towards smart homes and respective data
policies and highlighted the need for increased awareness [46].


https://mashable.com/article/apple-privacy-nutrition-labels-ios14/?europe=true
https://www.abc15.com/decodedc/technology/apps-help-track-hidden-cameras-in-airbnb-and-hotel-rentals
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https://play.google.com/store/apps/details?id=com.overlook.android.fing&hl=de
https://www.cnbc.com/2019/06/28/how-to-find-cameras-in-your-airbnb-or-hotel-room.html
https://www.cnbc.com/2019/06/28/how-to-find-cameras-in-your-airbnb-or-hotel-room.html
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Figure 2: We created 6 scenarios for the evaluation of PriView, differing in the space (cf. “Environment”, namely private, semi-
public and public) and the users’ familiarity with it (cf. “Familiarity”). Note that we consider familiar places to be likely trusted

by users, while unfamiliar places are likely to be untrusted.

Moreover, concerns are no longer bound to a device, but rather
to the whole scenario. In particular, related work identified a myr-
iad of factors that influence users’ privacy perception as well as
ultimately their concerns [9, 15, 27-30, 53, 54] and decisions as to
when and where data collection is acceptable. Among these are
the (perceived) information sensitivity, receiver, and usage [2] as
well as who is collecting what data, where, for which reason, and
at which frequency (i.e., once vs continuously) [29]. We discuss a
number of these factors in detail below.

4.1.1  Social Aspects & Trust. Social aspects and relationships have
been identified as a crucial factor for users when it comes to making
their own decisions on their opinion of data collection [15, 28, 53,
54]. For example, users are more willing to accept data collection if
friends do so as well [15]. Furthermore, it is very important to users
who is collecting their data (i.e., the identity of the “information
inquirer”) [28]. In particular, users are more willing to share their
data if they know and/or trust the owner of a device [34]. Finally,
users also tend to make a difference as to whether or not they trust
the environment. For instance, in unfamiliar smart home settings,
such as rental apartments, users are concerned about hidden IoT
devices and even tend to search for them manually [45].

4.1.2  Environment. Also, users’ relation to the environment plays
an important role when assessing potential privacy concerns. For
instance, data monitoring in private spaces such as users’ own or
others’ homes is completely unacceptable, while they are more
comfortable with data collection in semi-public (e.g., restaurants)
or public spaces [14, 29]. Furthermore, users’ privacy concerns are
influenced by how often and for how long data is monitored [29].
This is often coupled to the frequency at which they visit a certain
place. Note that while an environment is unfamiliar — hence likely
untrusted — upon users’ first visit, this fact is likely to change over
time as users visit a place more often. Finally, in semi-public and
public places, data collection might be dynamic as passers-by might
carry further tracking technologies.

4.1.3 Context, Devices & Purpose. Furthermore, the context — in-
cluding the purpose, type and frequency of data collection [9, 29, 30],
data processing policies and storage — as well as the concrete devices

and their capabilities are important factors. For example, cameras
and microphones have been shown to be particularly privacy inva-
sive sensors to users as they are capturing sensitive data [24]. Photo
and video-based monitoring is generally considered unacceptable,
regardless of the purpose [29]. Users are also uncomfortable with
continuously recording audio and are — while still feeling uncom-
fortable — more willing to accept occasional recordings, especially
for work environments requiring confidentiality [24].

Many sample devices exist that include these sensors. Examples
are personal devices (such as smartphones) as well as ubiquitous
devices in public spaces (such as CCTV cameras). While personal
sensing is gaining popularity and acceptance (for example, moni-
toring personal data for long term goals, such as losing weight [3]),
ubiquitous sensing in varying environments is less personal, but at
the same time less controllable for users, which makes informed
privacy decision challenging.

4.1.4  Summary. Users’ perception of privacy and concerns are
highly dependent on context [14, 39], what is being recorded in a
particular context, and the perceived value of the recordings [24].
Furthermore, users are concerned about their privacy and wish
to be aware of IoT devices capable of recording their data and the
affected space [35, 45, 54], as well as respective data processing [46].
This motivated us to build PriView for various scenarios.

4.2 Sample Scenarios

As privacy highly depends on context [39, 40, 53], related work
has used various scenarios when it comes to privacy in the IoT (cf.,
e.g. [15, 53, 54]). However, using fictional IoT scenarios for research
purpose comes with several limitations. In case participants are
not familiar with the factors that build the scenario (such as, e.g.,
devices, place), results might be limited. IoT scenarios being used
in online surveys suffer from the fact that participants conduct the
survey in a decoupled place that may not at all be related to the
scenario [29]. In our lab study, we used VR as a means to overcome
this limitation and immerse participants in the scenario as best as
possible. Based on the factors discussed in Section 4.1, we chose
the following six sample scenarios (cf. Figure 2 for an overview).
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(a) Bounding Boxes (b) Text Labels

(c) 3D Shapes

(d) Segmentation

(e) Sensor Icons

Figure 3: PriView in a mobile application: We implemented five types of visualisation, namely a) Bounding Boxes (framing the
device), b) Text Labels (indicating the device’s state), c) 3D Shapes (around the device), d) Segmentation (thermal highlighting),

and e) Sensor Icons (camera or microphone).

4.2.1 Public Environment. In public environments, users might
be more hesitant to share their personal data, especially if they
are unaware of data collection and policies. At the same time, if
benefits are clear, users are more willing to accept their data being
tracked [38, 42] (e.g., CCTV in a train station for safety reasons).

unfamiliar. Users who are travelling in a foreign country
might be interested in knowing which data is being collected,
e.g. in a train station. While their main goal is finding their
way, they might also want to avoid their personal data being
collected in this public space (e.g. avoid being on CCTV).
Such places tend to be crowded, opening the opportunity for
further data collection sources being carried by other people,
but also for hiding in the crowd.

familiar. Users on their daily way to work are highly familiar
with the place. However, it is still public and they might
be unaware of potential data collection. Especially in this
scenario, data collection might be inconspicuous, such as
through personal devices carried by passers-by or through
sensors in smart cars.

4.2.2  Semi-Public Environment. In semi-public environments, the
number of ubiquitous sensors might be more limited as compared
to public spaces, as the fluctuation of personal devices is less high
and/or owners of personal devices are known to the user.

unfamiliar. In a museum, users’ primary intention is usually
visiting the exhibition. At the same time, data recording
in the form of surveillance cameras, interactive exhibits or
other visitors’ personal devices might be present.

familiar. In a shared office kitchen, users usually enjoy cof-
fee/tea or lunch breaks during long workdays. However,
smart kitchen appliances including audio recording capabili-
ties might be present. While users are familiar with all people
who can access this space, they might want to avoid, e.g.,
being eavesdropped by the device owner (i.e., their boss).

4.2.3  Private Environment. In private environments, users expect
their privacy to be protected by default. However, in times of smart
home devices being on the rise, data recording might not stop at
private places’ doors.

unfamiliar. In a rental apartment, users might appreciate the
convenience of smart devices, but on the other hand be con-
cerned about their privacy, hence, be reluctant to share per-
sonal information (e.g., browsing history) with their (un-
known) host [32]. Such scenarios have been applied in prior
investigations [53, 54].

familiar. In contrast, at a friend’s place, the device owner as
well as the environment are well known to users. However,
users still might not want to share, for example, their private
conversations, with device providers.

5 DESIGN & IMPLEMENTATION SAMPLES OF
PRIVIEW

To explore the rich opportunities of PriView, we implemented a set
of visualisations on two different output devices (i.e., a smartphone
(mobile) and a head-mounted display (HMD)). Table 1 provides an
overview on which visualisation was shown on which device.

5.1 Visualisations

With many sensors being present in personal devices and our envi-
ronment(s), it becomes increasingly harder for users to keep track
of what information is collected about them when and where. At
the same time, there are several factors influencing users’ privacy
concerns (cf. Section 4.1) that can be addressed by communicating
respective information to users. PriView could provide, e.g., informa-
tion on device position, type of sensor, type of data being collected,
tracking space, and device status. We implemented the following
sample visualisations, differing in the provided information:

Bounding Boxes To highlight devices in the users’ vicinity,
red frames are displayed around them (mobile cf. Fig. 3a,
HMD cf. Fig. 4a). Bounding Boxes are mainly creating aware-
ness of specific devices and their location.

Text Labels To hint at devices while at the same time pro-
viding additional information, we implemented Text Labels
(mobile cf. Fig. 3b, HMD cf. Fig. 4b). Similar to the Bounding
Boxes, labels show the devices’ position, but also information
such as the device name, provider, and data being collected.
This information was selected as prior work shows that this
particularly matter to users [9, 24, 29, 30].
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(a) Bounding Boxes (b) Text Labels

(c) 3D Shapes

(d) Warning Icon (e) Floor Markers

Figure 4: PriView in VR: We implemented five types of visualisation, namely a) Bounding Boxes (framing the device), b) Text
Labels (indicating manufacturer, sensor and data being collected), ¢) 3D Shapes (highlighting the tracking space for audio: blue
bubble, and video: yellow cone), d) a Warning Icon (warning), and d) Floor Markers (highlighting the tracking space for audio:

blue circle, and video: yellow circle).

3D Shapes To visualise devices’ potential tracking space, this
visualization shows 3D Shapes emerging from the devices’
sensors (mobile cf. Fig. 3¢, HMD cf. Fig. 4c). As users gen-
erally wish for information about the physical space being
affected [35, 54], this visualisation informs users about and
enables them to avoid such spaces.

Segmentation To not only highlight a device but also indicate
their (thermal) state, we use Segmentation. This visualisation
is strongly coupled to our detection modality, i.e. the thermal
camera (mobile application only, cf. Fig. 3d).

Sensor Icons As an unobtrusive indicator per device, we im-
plemented camera and microphone icons as these data types
are especially relevant to users [24] (mobile application only,
cf. Fig. 3e).

Warning Icon As an additional visual indicator, we added an
exclamation mark in a general, static position (bound to the
users’ view, HMD only, cf. Fig. 4d). This supports users’ wish
to be generally aware of data being recorded [45].

Floor Markers As a more decent variant of showing devices’
tracking spaces, we implemented 2D Floor Markers (HMD
only, cf. Fig. 4e).

We argue that there is no “one-fits-all” solution of PriView. Rather
the specific visualisations are intended to support particular sce-
narios. For instance, in some cases it might be sufficient for users
to have the Warning Icon as a general indicator, while in other
cases the visualisation should be as detailed as the Text Labels or
an indication of the specific tracking space is desired.

5.2 Output Devices: Handheld vs. Handsfree

While PriView’s visualisations could be shown on any handheld
output device such as a smartphone screen or as a physical image
of the environment (cf. [45] for an example of IoT device locators
on contextual images), it could be used more immersively by means
of, e.g., augmented reality as it provides an “ideal interface to IoT
applications” [51]. We particularly investigated a handheld device
(smartphone) and a handsfree device (head-mounted display).
Furthermore, while most visualisations are device-centric and
thus should be shown within the environment, a general indicator
such as our warning icon could be shown on any personal device.
While 10T locators, as suggested by Song et al. [45], locate de-
vices that are static in the environment, using PriView in a mo-
bile application or an HMD allows new and/or moving devices in
the users’ environment to be dynamically highlighted. Regardless

of the output modality, PriView can be activated and interacted
with in various ways. For instance, scanning the environment with
the smartphone is equivalent to an “on demand” concept, while
mockups in the HMD can be “always on”. Alternatives could show
visualisations implicitly on change or on proximity.

6 STUDY: EXPLORING THE OPPORTUNITIES
OF PRIVIEW

To explore the rich opportunities of PriView, and to answer our
RQs, we implemented two prototypes, namely device detection
and visualisation in a mobile application (Part I, Section 6.1) and
visualisations in an HMD in various scenarios using virtual reality
(VR) scenes (Part II, Section 6.2). We implemented a total of seven
possible visualisations, three of which are similar in both systems
and two that are unique for the respective output device (cf. Table 1
for an overview). We evaluated both prototypes in an exploratory
lab study in combined study sessions (i.e., participants experienced
both prototypes subsequently).

6.1 PartI: Smart Device State Detection using
PriView

6.1.1 Implementation. We built an Android application capable of
detecting a) locations of smart devices and b) their state (on/off) by
means of a FLIR One'? thermal camera attached to the smartphone.
Our implementation utilises the fact that different devices have
different temperature profiles captured by thermal cameras. Addi-
tionally, this temperature profile changes based on the operation
state of the device. Our application analyses the FLIR One’s cam-
era stream. We trained the real-time object detection framework
Yolo [43] to detect the position of a subset of smart devices, namely
an Amazon Echo Dot, a speaker, a laptop, a screen, and a mobile
phone, with an average loss of 0.4143!3. Furthermore, we created
another model that can detect the devices’ state (i.e., on vs off) with
an accuracy of over 90%.

6.1.2  Visualisations. The mobile application can represent the re-
spective information (i.e., device position and state) in five different
visualisations (cf. Figure 3). Note that combinations of these might
be suitable. However, we showed them separately to participants.

https://developer.flir.com/flir-one- software-development-kit/,

last accessed July 28, 2020

3 Note that loss is a way of evaluating models by giving them a larger penalty for each
mistake, i.e. the lower the loss, the better.
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Table 1: Visualisation samples we implemented for PriView, in the mobile application and VR prototype, respectively.

Bounding Boxes Text Labels 3D Shapes Segmentation Sensor Icons Warning Icon Floor Markers
frames around devices  textual descriptions 3D tracking space  thermal highlighting ~ camera, microphone icons  static exclamation mark 2D tracking space
Mobile Mobile Mobile Mobile Mobile - -

HMD HMD HMD -

- HMD HMD

6.1.3  Apparatus. For the study, we designed a setting in our lab
including the aforementioned sample of devices that our mobile
application is able to detect. In particular, we placed an Amazon
Echo Dot, a speaker, a laptop, a screen and a mobile phone in vary-
ing positions in our lab. Note that we also used varying specific
devices (e.g., we used multiple smartphones) to reduce learning
effects. We provided participants with the application running on
a OnePlus 8 smartphone complemented with the FLIR One ther-
mal camera dongle. Participants were to search for the devices
without (i.e., baseline) and using all visualisations in the mobile
application (i.e., five search tasks in counterbalanced order). We
created a device layout for every visualisation, consisting of five
devices each. We made sure to have a consistently low search diffi-
culty (i.e., all devices were visible rather than hidden) as we wanted
participants to focus on the visualisations. We ensured consistent
environmental conditions (e.g., lightning). After every search tasks,
participants answered 5-point Likert items on comfort, learnability,
understandability, and frequency of use (cf. Appendix A.1). In a
final questionnaire, we acquired usability using the system usability
scale (SUS) [4] and cognitive workload using the NASA-TLX (Raw
TLX [21]). We additionally conducted semi-structured interviews
particularly covering participants’ experience with the application
and potential use cases (cf. Appendix A.2 for full interview guide).

6.1.4  Study Design. We conducted a within subjects study with Vi-
SUALISATION TYPE and DEVICE PosITION as independent variables.
We counterbalanced the order of VisuaLisaTioN TYPE according
to a Latin Square [52]. For each representation, participants’ con-
ducted a search task using our mobile application, i.e. name all
devices they could find in our lab. We deliberately did not reveal
the total number of devices present per condition (five devices per
condition). Note that in this part of the study, using PriView was
participants’ primary task. We varied DEvICE PosITION in our lab
setting to avoid learning effects. However, we coupled DEvICE Po-
SITION to VISUALISATION TYPE, i.e. device position per visualisation
was consistent for each participant to ensure comparability.

We asked participants to think aloud while searching and par-
ticularly include the devices they found as well as the information
they got from the application. In addition, participants rated use
and feel per visualisation on 5-point Likert scales (cf. Appendix A.1).
We complemented this part of the session with a questionnaire (SUS
and Raw TLX) and semi-structured interview (cf. Appendix A.2).

6.2 PartII: PriView in Various VR Scenarios

6.2.1 Visualisations. We implemented five samples of visualisa-
tions (refer to Figure 4) in the HMD. We did not investigate possible
combinations of these but showed them separately to participants.

6.2.2  Scenes. We implemented 6 sample scenes (cf. Figure 2 for an
overview and Appendix B.1 for detailed descriptions):

Rental apartment (bedroom): an unfamiliar private place
A friend’s place (living room): a familiar private place
Museum: an unfamiliar semi-public space

Office kitchen: a familiar semi-public space

Train station: an unfamiliar public space

Way to work (street): a familiar public space

In every scene, we placed various tracking sources (i.e., devices
with cameras and microphones) for which we employed the visuali-
sations (cf. Section 6.2.1). However, not all of them might have been
able to actually track the user (e.g., in the train station scene, pas-
sengers on the train were recording audio using their smartphone
while the user was on the track outside the train).

6.2.3 Implementation. We built the scenes using the Unity game
engine and made it accessible to participants via an HTC VIVE
Pro headset (2880 X 1600 pixels combined, 90 Hz, 110° fov), using
the SteamVR plugin. The application was running on a stationary
HP VR backpack computer with Windows 10. Participants were
free to move within a 4 m X 4 m tracking space, covered by 2 VIVE
base stations (Gen 2.0). Participants’ view and actions could be
monitored from the Unity “ingame” view. In every scene, every
visualisation could be activated and deactivated during run time by
the experimenter. Some visualisations were rendered to be always
on top (Bounding Boxes, Text Labels and the Warning Icon), others
blended with the environment (3D Shapes and Floor Markers).

6.2.4 Apparatus. We implemented five samples of visualisations
(cf. Figure 4) in six sample environments (cf. Figure 2) in VR. In
every scene, we gave participants a number of details such as their
relation to the environment (cf. Appendix B.1 for detailed scenario
descriptions). We chose VR as a tool to immerse participants in the
respective scenarios, together with the story details. Note that the
VR application did not include a detection part, but mockups of
devices and respective tracking spaces within the virtual scene. Par-
ticipants tried every scene using an HTC Vive Pro headset. There
was no search task for the scenes, however, we asked them to think
aloud and report on their experience. After every scene, participants
answered 5-point Likert items on comfort and frequency of use and
ranked the five visualisations from most preferred to least preferred
(referring to the current scene, respectively). After all scenes, we
put 5-point Likert items per visualisation on learnability and under-
standability (we provided screenshots of all five visualisations for
recap). We measured usability of an HMD as an output device for
PriView using SUS [4] and workload using the Raw TLX [21]. We
conducted a final semi-structured interview covering participants’
experience, potential usage contexts, preferred visualisation, and
preferred output device (i.e., mobile application vs head-mounted
display, cf. Appendix B.3 for full interview guide).
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Figure 5: Study Procedure: We investigated two output devices of PriView, namely a mobile application (Part I) and a head-
mounted display (Part IT). We used a within-subjects design in which every participant encountered Part I and II in this order.
In both parts, we explored various visualisations. For the mobile application, participants conducted a total of 6 search tasks:
one without using the application (baseline) and, in counterbalanced order, one for every visualisation. Each task was followed
by a questionnaire. For the HMD, participants experienced various application scenarios in counterbalanced order. Within
every scenario, we counterbalanced all five visualisations. Each scenario was followed by a questionnaire. We complemented
the session with an interview and a final comparison of both output devices.

6.2.5 Study Design. We conducted a within subjects study with
SCENARIO and VISUALISATION as independent variables. Every par-
ticipant experienced every VISUALISATION in every SCENARIO. The
order of scenarios was counterbalanced using a Latin Square [52].
Within SCENARIO, we counterbalanced the order of VISUALISATION.
Note that in most scenarios, using PriView would be the secondary
tasks (e.g., at a train station, users’ main task is usually to find their
way). However, within the study, exploring the environment and
visualisations was participants’ main task. We asked participants to
think aloud while exploring the environments. Each scenario was
complemented by a questionnaire on comfort, use, and preferred
visualisation (refer to Appendix B.2). The session ended with a
final questionnaire on the VR part (including Likert items for every
visualisation, SUS, and Raw TLX), the IUIPC scale [31] to acquire
participants general privacy perception and a semi-structured inter-
view, including opinions on the VR prototype, potential use cases
and a comparison to the mobile application (refer to Appendix B.3).

6.3 Procedure

To ensure a smooth study procedure, we conducted a total of three
pilot runs. The final procedure was as follows. Upon arrival at our
institute, we asked participants to disinfect and wash their hands
(the two experimenters did the same). They then signed a consent
form and we introduced them to the general concept of PriView.
Participants then conducted the study (cf. Figure 5):

Part I Participants first conducted the baseline task (i.e., search
for devices in our lab without using the mobile application).
We then send them to a PC behind a black curtain to fill in de-
mographics, while we would rearrange the DEVICE PosITION.
We then introduced them to our mobile application. Next,
they conducted five search tasks using every VISUALISATION
in counterbalanced order. After every task, they filled in
Likert items (on comfort, learnability, understandability and
frequency of use, cf. Appendix A.1) on the PC behind the
black curtain while we changed DEVICE PoSITION. After the
last search task, participants filled the SUS and Raw TLX for
the mobile application and we conducted a semi-structured
interview (cf. Appendix A.2 for the full interview guide).

PartII We introduced participants to the idea of using PriV-
iew in everyday life using a head-mounted display (in the
form of| e.g., AR glasses), and presented our prototype. Par-
ticipants then experienced every VISUALISATION in every
SCENARIO in counterbalanced order. After every SCENARIO,
participants filled in Likert items on comfort, potential use
and preferred visualisation (cf. Appendix B.2.1). After the
last SCENARIO, participants filled in a final questionnaire
(including learnability and understandability of the visual-
isations, SUS and Raw TLX of the VR application, and the
IUIPC scale, cf. Appendix B.2.2) and we interviewed them
(cf. Appendix B.3 for the full interview guide).

We concluded with a final question on comparing the two proto-
types (i.e., handheld vs handsfree) and an opportunity for partici-
pants for further comments or questions. We recorded audio during
the whole session. We conducted interviews in English or German.

6.4 Recruitment

We recruited 24 participants through university mailing lists and
social networks. The study took place in a single, separate room
at our institute. A study session took around 90 minutes in total.
Participants were reimbursed with € 15.

6.5 Ethical Considerations

We carefully followed all guidelines provided by the ethics com-
mittees at our institutions. We made sure to preserve participants’
privacy and gather informed consent prior to the study following
our national data protection regulations. We stored all study data
anonymously on university servers. We only used participants’ per-
sonal data for handling the consent and reimbursement. We did not
connect this information to the rest of the study data and deleted it
afterwards. Finally, at the time of the study, we took great care to
comply with all Covid-19 related rules in Bavaria, Germany. In par-
ticular, we kept the minimum distance to participants at all times
and made sure to disinfect the whole setup after every session.
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6.6 Participants

A total of 24 people participated in our study, 9 female and 15
male (we additionally provided “other” and “prefer not to say”, but
no participant chose that). Participants’ age ranged from 20 to 56
(Mean=25.54, SD=6.95). Most of them were students (18), others em-
ployed full and part time (3 each). Participants rated their prior ex-
perience with VR (Mean=2.33), AR (Mean=2.21), and Smart Homes
(Mean=2.87) on a 5-point scale (1=Low). We additionally asked
participants to list their smart devices. They mentioned between 0
and 10 devices (mean number of devices: 2.79), mostly smartphones
(22), but also smart TVs (7), smart speakers (6), and more. To as-
sess participants’ general privacy attitude, we used the IUIPC [31].
Participants rated their wish for control (Mean:5.7514, SD=1.19),
a high awareness (Mean:6.2414, SD=1.05), and the perceived ratio
between benefits and collection (Mean=5.441%, SD=1.39).

6.7 Limitations

For our study, we chose a within-subject design to make partici-
pants experience our approach from both, a technical (Part I) and
a conceptual (Part II) perspective. We only compare participants’
preference regarding output device after they experienced both
parts, hence we assume latency and recency effects to be minimal.

For our lab setting (Part I), we applied randomisation to the order
of visualisations and respective device positions, yet we cannot
fully exclude learning effects in the search tasks. Moreover, we only
explored a subset of devices and visualisations. Lastly, the study was
conducted in a single room to avoid noise in the device detection,
hence we cannot make assumptions about different settings.

For the varying scenarios in VR (Part II), we took great care to
immerse participants in the different settings. However, not every
scenario might have been realistic to every participant (e.g., if they
never happened to find a recording device in a rental apartment).
Furthermore, self-reports on privacy preferences are known to differ
from users’ actual behaviour (cf. the “privacy paradox”, see [19]
for an overview). Lastly, our sample is biased towards young male
students and might not be representative.

6.8 Data Analysis

All think aloud and interview recordings from both parts were
transcribed for analysis (except for one corrupted audio record-
ing). Initially, three researchers performed inductive coding for
three participants independently and discussed results with each
other. The researchers agreed on a code book containing a total
of 67 codes (cf. Appendix C). Disagreements were tracked, and
inter-rater agreement was calculated at 89.82%. Then, two coders
proceeded with half of the remaining transcripts each and coded
them independently by means of the code book. Researchers com-
pared and discussed codes and resolved any disagreements. In the
following, we present first qualitative insights towards our con-
cept!®. We enumerate participants from P1 to P24. Quotes were
translated from German where necessary.

!4the IUIPC ranges from 1 to 7, where 7 denotes high sensitivity towards privacy
150ur sample comprises 24 participants. Note that only little new information is gained
beyond 20 participants [37].
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7 RESULTS & DISCUSSION

We summarise and discuss the results of our study in the form
of design challenges. While some results are strongly coupled
to the respective output device, we will also highlight overarching
opinions towards our concept.

7.1 Overall Perception of PriView
Participants overall were positive towards the idea of PriView, e.g.:

“Actually, I think the idea is pretty cool. I think there
is a lot of concerns about technology nowadays (...), so
that’s good to have something user friendly.” (P2)

“It was a very good experience for me to see that some de-
vices are on, (...) and informed me that they are tracking
or recording anything of me.” (P6)

“It was interesting, especially the [Text Labels] so I can
actually see that the device is turned on and I see there
is a microphone and it could actually record me (...) It
was also fun to see visually, (...).” (P8)

“T like that they show you where there is a recording
device. The application, I think, is really useful.” (P18)

In particular, it made them feel safer (e.g., ‘T really felt safer,
becauseI feel like when I walk out of here, I will think a lot about which
information I'm sharing with third parties.”, P16), supported them to
protect their privacy (e.g., ‘T wouldn’t say it protects it directly, but
when you use the app and you see that there is a camera or microphone
you might behave differently and this protects your privacy.”, P7) and
enabled them to take countermeasures, if necessary:

“Let’s take the hotel room example. There I could unplug
the smart TV or something like that.” (P14)

“And I would turn it off or ask the host to pick it up or
take it away. For the smart TV, I think I would put a
post-it or so [to cover the camera].” (P19)

PriView also supported participants in finding devices (e.g., (...)
it did help me know a lot of devices which otherwise I would have had
no chances of knowing.”, P24), which was perceived positively.

7.2 Output Devices

We particularly compared two output devices for using PriView,
namely a mobile application and an HMD. Participants saw benefits
in both, but mostly preferred the HMD (N = 19).

7.2.1 Handheld: Mobile Application. Overall, the mobile application
received positive feedback with a rather high SUS (Mean=71.1419,
SD=8.53) and a rather low cognitive workload ((Raw) NASA-TLX
Mean=14.28'7, SD=4.52). Participants particularly liked that the
app was “very innovative and comfortable” (P24), convenient (P17,
P20), and easy to use (P15, P16, P19, P20). Participants preferring
the mobile application over the HMD particularly appreciated the
fact that they would have it with them anyways (P17) and could
put it away anytime (P11).

16the SUS score ranges from 0 to 100, while a score greater than 68 is “above average” [4]
7the NASA-TLX workload score ranges from 0 to 100 [21]
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Figure 6: Study Part I (using PriView in a mobile application): Likert Ratings per visualisation for a) comfort, b) frequent use,

c¢) learnability, and d) understandability.

Furthermore, they felt rather comfortable using any of the visu-
alisations (Median over all visualisations: 4, cf. Fig. 6a for details
per visualisation) and would use the application frequently if they
had access to a thermal camera (Median over all visualisations: 3,
cf. Fig. 6b for details per visualisation).

7.2.2  Handsfree: Head-Mounted Display (HMD). Likewise, using
PriView in a head-mounted display (HMD) overall received positive
feedback. Participants found our prototype usable (SUS Mean=73.851°,
SD=7.52) while perceiving a rather low cognitive workload ((Raw)
NASA-TLX Mean=12.85'7, SD=4.66). In particular, participants liked
that it was easy to use (e.g., P4, P7, P18, P20), and that there was no
need to scan the environment manually using their mobile phone
(e.g., “T guess just for convenience it’s easier to take off and on a pair
of glasses rather than having to scan the room with the phone.”, P2).
Participants wearing glasses per se could well imagine having it
integrated with their daily life (P6 and P10).

Output Devices. For PriView being applicable in daily life, it should
be easily accessible and ideally be integrated with personal devices.
Thus, some participants preferred the smartphone. Yet, this might
change as smart glasses become more ubiquitous. In any case, scan-
ning the environment for potential privacy intrusion should be
effortless and fast.

7.3 Visualisations

7.3.1 Learnability & Understanding. Overall, our visualisations
were understandable as well as easy to learn in both modalities.
For the mobile application, participants strongly agreed that the
Text Labels and 3D Shapes were easy to learn (Median: 5). They
agreed (Median: 4) for the other visualisations (cf. Fig. 6c). Regarding
understanding, they strongly agreed for the Text Labels (Median: 5)
and agreed for the rest (Median: 4, cf. Fig. 6d).

As for the second part of the study (using the HMD), we exposed
participants to the same visualisations multiple times in various
scenes (in counterbalanced order). Overall (i.e., at the end of the
study session), participants strongly agreed that all visualisations
were easy to learn (Median: 5), except for the Floor Markers (Median:
4, cf. Fig. 7a). Regarding understandability, participants strongly
agreed on Text Labels and Bounding Boxes (Median: 5, cf. Fig. 7b).
Looking into more detail at participants’ comments, we found that
they understood the Text Labels immediately:

“This is way easier to understand.” (P18)

“So this one does give me a bit more comfort in a sense.
It tells me that the provider is from this place — because
I expect the security camera to be from this place. ” (P9)

Also, the Bounding Boxes were mostly clear and easy to understand
to participants:
“Okay, so now it’s again with the red squares. It’s very
intuitive to use. Usually, when you stand here at the
station you actually move forward and maybe around
so you can (...) look around and spot them. So in this
case it’s very practical actually.” (P8)

In contrast, the meaning of the 3D Shapes and Floor Markers some-
times was not clear on first sight and/or only became clear after a
while:
for the Floor Markers: ‘I think it could be some kind of
escape route or direction sign.” (P7)

for the 3D Shapes: “As soon as I figured out how it
worked, I liked the 3D Shapes.” (P21)

“There is a cone of light emerging from the fridge. I am
not a 100% sure what that is.” (P10)

For the Warning Icon, participants often expected more to it, while
it was just a static indicator in our current mockups:

‘I don’t know what this is supposed to show me. It’s just
an exclamation mark.” (P6)

“There is a red exclamation mark. It stays there (...). It
doesn’t change, nor change its position.” (P7)

Enhance Understanding. Our results indicate that textual infor-
mation is immediately easy to understand, while visualisations of
tracking spaces might be misleading at first sight. However, the lat-
ter transported information that users would like to understand (e.g.,
where they can stand in a train station without being recorded):

“Now the question is where I can stand without being
tracked.” (P11)

“Yes I like this because now I can see I am in an area
where it does not record me that well.” (P19)
Future work should thus investigate in more detail how such
visualisations can be made understandable.

7.3.2  Preferred Visualisations. In every part of the study (mobile
app and HMD), we asked participants for their preferred visualisa-
tion, addressing RQ3. For the second part (HMD), we additionally
asked participants to rank the visualisations from most preferred
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Figure 7: Study Part II (using PriView in an HMD in various scenes): Likert Ratings per visualisation for a) learnability and b)
understandability; and per scene for c) frequent use and d) comfort.

(rank 1) to least preferred (rank 5) for every scene, resulting in a
total of 144 rankings (see Figure 8 for an overview of rankings and
Appendix D for details on the ranking per scenario).

Participants mainly preferred the Text Labels (ranked first N = 17
for the mobile application and N = 62 for the HMD), mainly due to
the fact that it gave them the highest level of information, i.e. most
details on the devices. P19 additionally valued the arrow within
the text labels (HMD) pointing to the concrete devices. However,
participants also raised concerns regarding the visibility of the text
boxes (i.e., they were transparent in grey which was hard to see in,
e.g., the train station scene), text boxes disappearing before having
them read completely (for the mobile application, P17), and also the
source of information. In addition, many participants did not want
this information about their own personal devices to be revealed.

The second most favourite (38 times on rank 1) in the HMD
were the 3D Shapes, again due to their high level of detail in terms
of covering the tracking space. However, participants tended to
feel visually overloaded with this visualisation, especially in places
crowded with sensors. They would have preferred to turn them
off after having completed inspecting the scene. However, the 3D
Shapes supported participants to even localise out-of-view cameras
and the direction in which they are placed, especially in the “way
to work” scenario. Furthermore, P23 doubted that the “sharp edges”
of the 3D shapes are realistic, especially for the audio bubbles. P19
mentioned that environmental noise might crucially influence the
tracking space, which was not included in the visualisation. Within
the mobile application, the 3D Shapes around the devices were
perceived differently by participants. On one hand, participants
found them visually appealing:

“Treally liked them. The bubbles were aesthetically the
one that I liked the most.” (P15)

On the other hand, the shapes were perceived as transporting no
information (P18), and being “very intrusive” (P14), but then again
potentially hard to spot for small devices (P14).

The third most favourite (20 times on rank 1 for the HMD) were
the Bounding Boxes. Participants especially valued these for the
fast localisation of — especially hidden — devices. However, many
participants would have liked the option to then reveal additional
information upon having found the framed devices. In the mobile
application, the red frames were preferred by 3 participants.

As for the Floor Markers (HMD only), participants’ had split
opinions (18 times on rank 1, 15 on rank 5). Some participants
appreciated the respective information, i.e. the highlighting of the

areas with potential privacy intrusion. P19 even mentioned the
floor markers to be “suitable for daily life”, but still raised concerns
about the accuracy.

Lastly, the Warning Icon (HMD only) was least preferred by
participants (6 times on rank 1, 97 on rank 5). Main reasons for this
were the low amount of information (e.g., ‘T don’t know what this is
supposed to show me.”, P6) and the possibility of getting too used
to it, i.e. not recognising it anymore (e.g., “In the city centre, where
there are lots of cameras, you probably don’t recognise it anymore”,
P19). Participants would however see benefits in combining the
warning icon with more detailed information on demand or the
icon flashing up on changes they would not be aware of otherwise.

In the mobile application, the Segmentation was appreciated for
being conspicuous and easy to recognise (e.g., “It’s easier to catch it”,
P13). While the Sensor Icons were not preferred by some participants
for being too small or unclear (e.g., “It’s hard to really walk very
close to the device in order to get the icon. It’s so small.”, P22), others
suggested iconography as visualisations (e.g., “Though I would think
that having this information, (...) probably easier for me to grasp if it
was in some kind of iconography or symbols.”, P14).

How to visualise? Overall, participants liked the visualisations
that we suggested. However, they raised two main questions. Firstly,
participants would have liked a hint to out-of-view devices before
having to scan the environment manually. As an example, in the
“way to work” scene, we placed a security camera around the corner
from the participants’ perspective. This means they couldn’t see
text information next to or red frames around it but could recognise
the camera’s tracking space using the 3D Shapes or Floor Markers
(e.g., “Ah, back there is more yellow. I didn’t see this so far.”, P19).

Secondly, participants were questioning if particularly audio
recording has such a sharp border as suggested by our visualisations.
However, there is probably many factors to this, including not
only the devices’ specifications but also environmental noise and
volume of the users’ voice. Moreover, participants were interested in
whether data collection would actually affect them. For instance, in
the train station scene, we placed passengers on the train recording
audio while users were standing outside the train. In the office
kitchen scene, P7 would have liked to know whether they can still
be overheard by the coffee machine while sitting at the table.

7.3.3  Amount of Information. Generally, participants valued cases
in which they got information through PriView that they would
not have known otherwise. As an example, in the rental apartment
scene, where data collection was unexpected to most participants,
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Figure 8: Study Part II (using PriView in an HMD): Overall
ranking of visualisations, i.e. sum of count of rank positions
over all scenes. Each of the 5 visualisation was ranked in 6
scenes by 24 participants.

they generally wished for a higher level of information. For in-
stance, the Warning Icon was most of the time providing too little
information for participants: participants perceived the conveyed
information sometimes redundant (e.g., in the train station, where
participants already expected CCTV to be present) and in other
situations as insufficient (e.g., in the rental apartment).

Few participants wished for additional information, e.g. the pre-
cise position (P23) and type of sensor (P8, P23), whether or not it
is actually capturing them (P7, P15), as well as more fine-grained
device status information, i.e. if it is currently on or recording
(P13). P21 suggested to also add the owners of personal devices.
P15 and P19 were especially interested in differentiating devices
that belong to a public organisation from private ones. Moreover,
the desired amount of information might vary over time, e.g., P12
would have preferred to see all available details on first use, but
would subsequently be fine with a less detailed visualisation, such
as the bounding boxes. Lastly, the adequate information level also
depends on the number of devices being present according to P21.

The right amount of information. The main question that arises
is how to balance the desired level of information with visual over-
load. Participants recognised that especially if scenes are crowded,
visual clutter might overwhelm them (e.g., “If I imagine, there was
hundreds of people on the platform, this would be a huge blue mass.”,
P23). However, detailed information about, e.g., tracking spaces was
still appreciated. To reduce visual overload, P7 suggested a lower
level of information for devices that do not actually capture them
(e.g., the smartphone in somebody’s pocket).

Moreover, the information should be justified. For instance, in
public scenes, we added some device providers as “unknown” in
the text labels. This was irritating participants more than actually
informing them (e.g., “There is another one, provider ‘unknown’.
This is different from the other one. This makes me suspicious.”, P19).
In such cases, it might be more meaningful to present reliable
information only. To summarise, the right amount of information
is highly context-dependent (cf. RQ2).
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7.4 Usefulness and Potential Use Cases

Overall, participants saw benefits in using PriView in the scenarios
we presented them. However, most participants would not use it in
places where the information is redundant (e.g., in a train station
or museum, CCTV being present was obvious for them). Other
scenarios were more convincing to them for the following purposes.

7.4.1  Scenarios. From the scenarios we presented in VR to our
participants, they strongly agreed to use it frequently in a rental
apartment (Median: 5, cf. Figure 7c). They, however, felt comfortable
with using it in all scenarios (Median: 4 for all scenes, cf. Figure 7d).

Some participants mentioned further scenarios, including un-
familiar and/or public restrooms (P1, P19), changing rooms (P15),
and doctors’ waiting rooms (P19). Other participants mentioned
unspecific locations such as ‘outside my home” (P6), “places where
I don’t feel well” (P4), or “foreign private spaces” (P11). P19 even
mentioned a rental car as it is “temporarily private”.

Contextualise PriView. There is a myriad of factors that impacts
users’ privacy concerns (cf. Section 4.1) and thus their preference
on where to use PriView. Our results indicate that places that are
considered private beyond users’ homes are especially relevant. At
the same time, this is where they did not necessarily expect data
collection to happen. PriView should thus adapt to such cases.

7.4.2  Purposes. The main purpose we imagine PriView to be used
for is supporting privacy by increasing users’ awareness. Many
participants agreed that this is indeed the case, e.g.:

“In most buildings, cameras are signed, but not in every
building. (...) In a law office or when you talk about
certain contracts or another example is in the restroom,
I don’t want a camera to be in the cabin.” (P7)

“Maybe if there are meetings where there is some secret
information. Then I might check the room first.” (P10)

Furthermore, many other interesting purposes were mentioned,
from curiosity and fun to maintenance and search for lost devices.
P19 mentioned to apply the concept for safety and warn about
dangerous parts in the street. P4 would also check if devices are still
on to improve sleep quality. P3 and P19 reversed the museum scene
and argued that PriView could help thieves not to be recorded.

Why to use PriView. Regardless of the specific scenario, PriView
should not stand in the way of users’ primary task. While in some
cases, this might be identical with using PriView (e.g., for mainte-
nance), in other cases the visualisation should stand behind (e.g.,
in a train station where users are mainly trying to find their way).
However, it remains questionable how to verify users and their
purposes to avoid thieves and potential attackers misusing PriView.

7.5 Interaction Modalities

In our study, the mobile application was following an “on demand”
approach (i.e., actively scanning the environment), while the VR
mockups from a participants’ perspective were “always on”, con-
trolled by the experimenter. However, participants generally wished
for an opportunity to interact with PriView (cf. RQ4). On one hand,
many explicit approaches to activate the visualisations were men-
tioned, including buttons (P2, P10) or gestures (P14). On the other
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hand, participants also wished for an opportunity to be notified
about changes by the system rather than to actively interact. e.g.:

“(-.), if you leave an untracked area or an area where
you turned it off, then (...) the exclamation mark could
reappear and you could click on it for details.” (P23)

Others emphasised a wish for turning it off (rather than on), e.g.:

“Maybe in the museum, just being aware for the first 5
- 10 seconds, and then having the option to switch it off
could be useful. Because a museum is not a dangerous
environment. I just want to be made aware and then
have the personal choice to continue. But I don’t want
that information to be there 24/7”, P22).

P23 would prefer to have control over the level of detail at any time.
Moreover, many participants could imagine nested approaches, i.e.,
having the possibility to reveal more details on demand, e.g.:

“T think this [text labels] would be the third level I want
to have. I want to be notified by the exclamation mark:
’hey, something is going on’. I want to see where the
thing is that’s tracking me and then I would go to this
one to actually see.” (P14)

Interacting with PriView. When using PriView, users should a)
not miss out important information, but at the same time b) not
be overwhelmed with information they do not need. This raises
the question to what extent the system should keep users (not) in
control what and when to show.

7.6 Privacy: Self vs Others

Participants agreed on the fact that PriView could actually help them
to protect their privacy by increasing their awareness, answering
RQ1. Some participants explicitly mentioned they would take coun-
termeasures, e.g. unplug devices in a rental apartment or create
noise in the office kitchen (P19). While participants were highly
interested in the shown information, some explicitly mentioned
that they would not want to reveal information about their own
personal devices:

“To a certain degree, it’s redundant and maybe even
TMI [too much information], because like it tells me
about other people’s devices. At the same time, I'm still
kind of wondering that — if they have the same features
that I do — can they also see my phone and the brand
of my phone?” (P9)

“In a train station, I can imagine having this running to
see if somebody is recording me. However, this is a bit
paradox as I then record others as well.” (P19)

Moreover, participants reacted differently when thinking about
others using PriView in their vicinity. While some would be comfort-
able, many would not like PriView to be used in their surroundings,
especially in their own places, as it might create an atmosphere of
mistrust:

“If it was at my home, I would not feel comfortable,
because I would like my friends or guests to trust me. In
a public building, I would maybe use it too, so it would
be not that unusual and it would be okay for me.” (P7)
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“In my place, if somebody whom I invited is walking in
my living room and would be using the app, just per
standard protocol, I think that would be rude. I wouldn’t
mind if someone used it, for example, when they’re
going to my bathroom, because I mean, there have been
cases where people have been recorded in other people’s
bathrooms. I think as long as the person is using it in a
situation or in a moment where [they have] a reasonable
expectation of privacy, I would consider it okay. If you’re
Jjust generally suspecting that I'm recording you in any
way, then I would think it’s kind of rude because you
could have just asked me.” (P19)

“At my place, I would probably feel a little bit insulted,
since like for me it would mean that he’s not feeling
safe at my place. (...) In public, I think it wouldn’t really
disturb me.” (P21)

How to (not) protect privacy using PriView. While all partici-
pants were interested in the information provided trough PriView,
many of them would not like to have their personal devices in-
cluded and shown in the system. Thus, PriView needs to strike a
balance which information (not) to reveal, also considering mul-
tiple users’ privacy needs. Prior work, e.g., suggested to consider
different types of relationships between device users [18] and to
provide usable access control mechanisms [55]. For PriView, this
eventually means to refrain from including personal devices, to
consider users’ relationship to the place and device owner as well as
potential bystanders being present, or to give users the opportunity
to explicitly opt-out the fact that their devices are included and
shown to others.

8 DIRECTIONS FOR FUTURE RESEARCH

8.1 Information Sources

One prerequisite to employ PriView is gathering the respective
information to visualise. For our mobile application, we used a
training dataset of 1239 photos and computer vision techniques.
However, gathering such training data would be costly in terms of
time and effort. Another opportunity would require providers to
reveal general device information, which might be another limiting
factor (cf. [45]). While this information might reveal the device
specifications (including tracking space), it might not include the
current device status. The latter would then need to be detected
on spot using, e.g., a thermal camera. Moreover, such information
could also be crowdsourced (cf. the IoT Assistant'®). However, this
again requires contribution by individuals as well as knowledge
about devices.

This opens interesting directions for future research. Firstly,
how can the respective information be collected to be visualised in
PriView? Secondly, how can this information be handled in a way
that preserves the privacy of device owners, recorded users and
bystanders? Thirdly, how to choose the information that is relevant
for users in the respective situation?

Bhttps://www.iotprivacy.io/login, last accessed September 1, 2020
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8.2 Adapting, Configuring, Contextualising

In our study, using PriView was participants’ primary task. However,
in most of the settings, this is not necessarily the case (e.g., enjoying
a museum exhibition). Thus, many participants wished for more
subtle visualisations and/or for a possibility to turn it off to focus on
their actual goal. Other wishes for personalising PriView included
colour (P19) and information (P9, P22) choice.

To summarise, future research should investigate the following
questions: how can PriView be adapted to users’ needs automat-
ically, e.g. based on context? Which options should be given to
users to adapt PriView to their needs manually? And how would a
configuration interface for PriView be integrated?

9 CONCLUSION

In this paper, we present PriView, a concept with which we can
visualise potential privacy intrusion in the users’ vicinity (by, e.g.,
audio or video recordings). We explored sample application scenar-
ios and visualisations for PriView and implemented two prototypes,
namely a mobile application and a head-mounted display showing
mockups of various scenes in VR. We found that users generally
appreciated the idea of PriView and saw interesting use cases, in-
cluding, but also beyond protecting their privacy. We further found
that more detailed visualisations were preferred in most settings,
while in other settings subtle indications might be more suitable.
We summarise our results in design challenges and point out future
research directions, meant to support researchers and practitioners
alike. We hope our exploration to inform further work on privacy
visualisations for varying smart environments.
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A STUDY PART I: SMART DEVICE STATE
DETECTION USING PRIVIEW

A.1 Questionnaire
Intermediate Questions after every search task (i.e., after every
visualisation) on a 5-point Likert scale:

o I felt comfortable using this visualisation.

This visualisation was easy to learn.

This visualisation was understandable.

Finding the devices was fast.

I would use this application frequently (if I had access to a
thermal camera).

A.2 Interview Guide

e How was your experience?

e Would an application like this one be useful for you?

e Where would you use such an application? [e.g., Friend’s
house, Parent’s House, Airbnb, Other]

e How frequently would you use this application? [E.g. ev-

ery time you visit a place, first time visiting a place, when

suspecting a place, ...]

Why would you use such an application? For which purpose?

Which representation did you like most? Why?

Would you like a combination of representations? Why?

How much Information would you like to see? Might this

be different per device? Further factors?

¢ Did the application assist you in finding the devices or did
you find them yourself?

e Do you think the application would find devices you wouldn’t?

e Does having access to such an application make you feel
safer?

e Does it support you to protect your privacy?

e How did you feel using this application?

e How would you feel if someone around you is using this
application (e.g., at your place)?

e What did you (not) like about the application?

e What suggestions or options could be added to the future?

e Do you have any further insights to share?

B STUDY PART II: PRIVIEW IN VR
B.1 Scenarios

S1: Train Station. Imagine you are on vacation and this is a train
station that you have never been to before in a foreign, far away
country. This place tends to be crowded, so many other people
might be present as well.

S2: Museum. Imagine you are in this museum that you have
never been to before. Other visitors might be present as well. There
might be interactive exhibits that include some form of sensors.

S3: Rental apartment (bedroom). Imagine you are on vacation
and this is an apartment that you rented via AirBnB or any other
platform. You have never been here before. You rented the whole
apartment for you and whomever is travelling with you. You do
not know the host.

Prange et al.

S4: A friend’s place (living room). Imagine this is the place of a
good friend of yours. You visit this place frequently and thus know
it very well. This friend recently bought smart home devices.

S5: A shared/office kitchen. Imagine this is the kitchen in your
office. You spent valuable coffee or tea time here during long work
days. You know all people that come here as they are your col-
leagues. This includes your boss.

S6: Way to work (a public place and/or road). Imagine this is your
daily way to work, so you know this place very well. It is a public
road, so other (foreign) people, cars, bikes might be present as well.

B.2 Questionnaire

B.2.1 Intermediate Questions. Intermediate Questions after every
scene:

e Overall, I felt comfortable using this application. [5-point
Likert scale]

o I would use this application frequently in this scenario (if I
had access to AR glasses). [5-point Likert scale]

e Which visualisation did you like best in this scenario? Please
rank all visualisations (use drag and drop) according to your
preference in this scene, from most preferred (1) to least

preferred (5).

B.2.2  Final Questions. At the end of the session, for every visuali-
sation (we provided screenshots for recap):

e This visualisation was easy to learn. [5-point Likert scale]
o This visualisation was understandable. [5-point Likert scale]

B.3 Interview Guide

e How was your experience?

e Would an application like this one be useful for you?

e Where would you use such an application? [e.g., Friend’s
house, Parent’s House, Airbnb, Other]

e For which purpose would you use such an application?

e How frequently would you use this application? [E.g. ev-
ery time you visit a place, first time visiting a place, when
suspecting a place, ...]

e When would you like to see the visualisations? e.g., on de-
mand, permanently (like now), only on change, only when
you are close to a source of tracking, ...

e How much Information would you like to see? Might this
be different per device? Might this be different depending
on the location? Further factors?

e Which representation did you like most overall? If there is
an overall, otherwise maybe specifically? Why?

e Would you like to rather have a combination of visualisa-
tions?

e What else could you imagine?

e Does having access to such an application make you feel
safer?

e Does it support you to protect your privacy?

e How did you feel using this application?

e How would you feel if someone around you is using this
application (e.g., at your place) ?

e What did you (not) like about the application?
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e What suggestions or options could be added to the future? o Preference
e Comparing the mobile application and the VR / glasses ver- — Interaction Modality
sion, which one would you prefer (think about integrated * Activation Methods
prototypes)? Why? - Notification for Updates
o Any further insights to share? - Always on
- Button
C CODE BOOK o Nljsted
. . . . — Form Factor
Final coding tree for the thematic analysis: + Why
e Found Devices — Baseline - Visualisation
e Found Devices — Mobile Application * Why
o General Feedback - Distraction
— Mobile Application - Quick Overview
* Positive - Easy to Understand
* Negative - Information Level (level of detail)
* Suggestion for Improvement More information | Less information
- Head-Mounted Display * Suggestion for Improvement
* Positive * Context
* Negative * Location

% Suggestion for Improvement
o Usefulness
— Frequency (of visited place)
* Once
* Everytime

— Overtime (e.g., learnability or redundancy)

* Floor Markers
- Understood
- Not understood
* Bounding Boxes
- Understood
- Not understood
* Warning Icon
- Understood
- Not understood
x Text Labels
- Understood
- Not understood
% 3D Shapes
- Understood
- Not understood
e Usage
— Potential Use Cases
« Finding Devices
* Awareness
— Location
% Familiarity
* Space (i.e., private vs public)
% Trusted
— Context
* Redundancy
e Privacy
— Self
— Other
% Comfort
* Acceptance
% Social Trust
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D PRIVIEW RANKING OF VISUALISATIONS PER SCENARIO
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Figure 9: Study Part II (using PriView in an HMD in various scenes): Detailed ranking of visualisations per scene, i.e. sum of
count of rank positions per scene.
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