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Abstract— To take advantage of the full potential of highly
automated vehicles (AVs), users need to trust the system enough
to be willing to engage with the novel technology. In this context,
users of automated vehicles face the challenge of understanding
the system capabilities. While interacting with an AV users
need to calibrate between overtrust (trusting the vehicle beyond
its capabilities and underestimation of the consequences if
the system fails) and undertrust (not relying on the vehicle
even though it is capable of handling the situation perfectly
well). For this work I look at crucial aspects which should be
considered for the calibration of trust, such as: proper training,
appropriate user interfaces and how to possibly measure trust.
I believe it is very important that users of AVs understand the
systems capabilities and calibrate their trust accordingly. The
findings and ideas of this work are mainly based on previous
work which has been revised regarding trust in AVs. The most
important takeaway is that users of AVs need specific training
and a mental model that differs from concepts for manually
driven vehicles.

I. INTRODUCTION

The forthcoming introduction of autonomous vehicles
(AVs) might reduce the overall frequency and severity of
accidents caused by human failure [1]. At the same time,
new challenges and concerns arise, for example the design
interfaces for passengers, as well as for external interaction
with other cars, pedestrians, or cyclists [12], [13], [25]. Over-
all, it has been reasoned that AVs demand an all-new way
of thinking about corresponding user interfaces design [2],
for example with regard to vehicle-user collaboration [3], [4],
external communication [5], [6], [7], [25], interior design [8],
[9], take-over requests [10] and modalities used [11].

The questions addressed in this work are: (1) Which
aspects influence trust in AVs? And (2) How can trust in
AVs be calibrated in a meaningful way?

Discussing and addressing these issues might facilitate
the introduction and seamless acceptance of autonomous
vehicles for users and potential stakeholders and, in the long
run, help to establish the benefits of this new technology in
road transport.

In order to present insights into these questions I take a
closer look at relevant related works and identify a few (non-
exhaustive)several key issues which are open for discussion.

This work presents ideas on how to promote user confi-
dence in AVs, with particular attention to users who have no
previous touch points or experience with AVs.

The specific outcome of this investigation is a set of
three overarching research opportunities which should be
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prioritized on the basis of their expected influence on user
confidence and possibly be implemented in future pilot
studies to find out if further investigations might benefit the
calibration of users’ trust in automated driving features.

In the long term I hope that the presented thoughts provoke
novel prototypes which ease the introduction of AVs for in-
experienced users. Furthermore, the presented three research
opportunities could be expanded and should be considered
as a thought-provoking pillars (and not a complete list).

II. BACKGROUND & RELATED WORK

Trust in automation could become one of the major
barriers for a successful market introduction of automated
vehicle technology [16], [17]. However, findings on trust in
automated driving systems seem to be diverse. Some studies
suggest that there are initial trust issues [15] in driving
automation technology. One reason for this could be recorded
accidents with AVs [18]. On the other hand, there is also user
feedback which shows high levels of initial trust [7]. Hence,
the question arises: Which aspects could influence trust in
automated driving features?

Tenhundfeld et al. [14, p1] state that
“the largest influences on trust in automation is the
familiarity with the system.”

Currently we cannot assume that many potential users are fa-
miliar with fully automated driving systems because the tech-
nology is not established in everyday-traffic yet (as of March
2021). Therefore, special considerations should be afforded
to inexperienced users. Another core aspect of adequate trust
in AV features is the calibration of trust [19], [20], [26].
To this end, three factors must be appropriately Weighed:
(1) risks in interacting with a system, (2) consequences of
a system failure, and (3) the capabilities of an automated
system. Important aspects thereof are adequate and usable
user interfaces catering to the communication with vehicle
occupant(s) [21], [22], [30] and the external communication
with other road users [18], [24]. For the calibration of trust,
user interfaces which foster the understanding of the wider
context in which the automated vehicle is operated could
become an essential basis for a functioning cooperation
between drivers and AVs. Furthermore, users of an automated
system should not lose their Situational Awareness (SA),
otherwise they might commit errors more frequently [23].
According to Endsley [23], [29] SA in the context of dynamic
systems is the perception of the elements in an environment
bounded by space and time, as well as the understanding of
their meaning and the projection of their state in the near
future.



Other important aspects which influence trust issues in au-
tomated driving could be: personal experience [31], cultural
differences [28], overtrust [33] overreliance [33] and age
related requirements [27], [31]. For a well-working human
computer interaction in automated driving, a suitable mental
model of AVs which allows users to create a useful repre-
sentation of the systems in their consciousness could have a
genuine practical influence [34]. For this purpose, Hailong
Liu and Toshihiro Hirakoka present a model which could
help to prevent overtust in automated driving systems [36].

III. RESEARCH OPPORTUNITIES & RESEARCH
RECOMMENDATIONS

Based on the mentioned background, I identified three
critical research opportunities which are supposed to merit
further discussion on their eligibility and eventual further
investigation. I did not rank or triage them on purpose,
because I conjecture that the priority and importance is
dependent on the ongoing development and availability of
AVs. I want to strongly emphasize that these are only three
factors which I think are crucial for a successful trust cali-
bration in the context of automated vehicles. There are more
(e.g. an overall holistic trust through personal experience and
emotional connection of users with their AVs). However, for
this workshop I want to focus on these three aspects.

• Provide adequate training for future users
This could include mandatory lessons in relation to:
misuse, disuse, overtrust, calibration of trust, system
capabilities, the mental model of vehicle automation,
and user interfaces. This can also encompass country
specific regulations.

• Design appropriate user interfaces:
The interfaces of AVs should foster the calibration of
trust, situational awareness, and familiarity.

• Find suitable methods to measure trust
Trust could be measured by means of: open interviews
and/or questionnaires, such as System Trust Scale (STS)
or Subjective Mental Effort Questionnaire (SMEQ) or
NASA-TLX [32], [35]. However, given the fact that
questionnaire-based metrics of trust are subjective and
not real-time, there is a need to identify a more real-
time, ‘hands-off’ way of measuring trust through surro-
gate measures of physiological responses. Research is
needed to determine if specific physiological responses
measured by means of e.g. electroencephalography
(EEG) or galvanic skin response (GSR), or combination
thereof, can provide a workable estimate of user trust,
which can subsequently be used to feed the user inter-
faces or adjust the behavior of the AV accordingly [32].

IV. OUTLOOK & DISCUSSION

I argue that user training, the design of matching user
interfaces (which clearly indicate the systems boundaries)
and measuring trust are three major concerns which should
be addressed in future work in order to create innovative
solutions for safe and usable automated vehicle technology.

Furthermore, automated vehicle technology defines a
human-machine interface combining psychology and tech-
nology, and therefore an adequate mental model should be
conveyed to potential users [34]. Specifically, a validated,
comparable, and scientifically stable measurement method
for reliance and confidence in automated vehicles should be
created.

I would like to bring these discussion points into the
workshop to spark a conversation regarding the next steps
of research into trust in automated driving.
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