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Abstract. Controlling a film camera to follow an actor or object in an
aesthetically pleasing way is a highly complex task, which takes profes-
sionals years to master. It entails several sub-tasks, namely (1) selecting
or identifying and (2) tracking the object of interest, (3) specifying the
intended location in the frame (e.g., at 1/3 or 2/3 horizontally) and
(4) timing all necessary camera motions such that they appear smooth
in the resulting footage. Traditionally, camera operators just controlled
the camera directly or remotely and practiced their motions in several
repeated takes until the result met their own quality criteria. Automa-
ted motion control systems today assist with the timing and tracking
sub-tasks, but leave the other two to the camera operator using input
methods such as touch-to-track, which still present challenges in timing
and coordination. We designed a refined input method called TrackLine
which decouples target and location selection and adds further auto-
mation with even improved control. In a first user study controlling a
virtual camera, we compared TrackLine to touch-to-track and traditi-
onal joystick control and found that the results were objectively both
more accurate and more easily achieved, which was also confirmed by
the subjective ratings of our participants.

Keywords: Camera motion, motion control, image-based control, user
interface, user-centered design.

1 Introduction

New technologies such as drones, gimbals or industrial robots have substantially
advanced physical cinematographic camera motion and motion control within
the last decade. These systems provide smooth camera motion and image stabi-
lization. They offer more accuracy and reproducibility to experts and simultane-
ously lower the entrance barrier for novices. As these systems are motor-driven,
they can be operated remotely, often by manipulating input hardware or virtual
interface elements on the touch screen of a mobile device.

In fact, mobile devices are particularly appealing as they offer additional
functionality, such as reviewing the video stream of live or recorded material and
quick editing of sequences. They also allow to flexibly control different systems
with one controller or to share material with others. On the other hand, touch
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devices also introduce their own challenges, most prominently, a loss in control
precision. Particularly the lack of haptic and kinesthetic feedback makes the
already complex task of camera control even more challenging.

Fig. 1. Users can predefine the axis at which a moving object should be framed by
dragging the TrackLine (blue) at the desired position

Manufacturers have introduced automatic functions, such as object tracking
using computer vision (CV) to overcome some of these new challenges, someti-
mes allowing image-based motion control directly on the video stream. Instead
of continuously controlling the movement with a hard- or software joystick, ope-
rators can now specify the expected results (e.g. the framing of a moving object
in the image). A motor-driven gimbal system can then not only keep the camera
steady, but also maintain framing when following the moving object1.

For such image-based control, systems often use the touch-to-track (TTT)
approach for the selection of an object to be tracked and followed. With TTT,
users tap on the object or person in the video stream and the system then
continuously adjusts the camera position to keep the selected object at the same
position within the frame. This design entangles object selection, framing and
timing in one interaction, making it fast, but also prone to errors as the touch
interaction needs to be timed precisely. The object might be moving out of the
frame without being selected or the user might not be able to tap on the object
at the right moment. In this case, the user needs to perform a select-and-correct
move to adjust the framing position: with a drag-and-drop gesture on the touch
screen, the object is moved to its correct framing position. As the correction
is performed while recording, the resulting film material can only be used after
the select-and-correct move has been carried out. Performance with this manual
selection of a moving object can also be expected to decrease for faster moving
targets [6] as in car commercials, sports-broadcasting or high-speed recordings.

1 Example system: http://www.vertical.ai/studio.



TrackLine: Refining touch-to-track Interaction for Camera Motion Control 3

Contributions

To overcome the issues of existing image-based motion control methods, we
developed TrackLine as an alternative method, untangling the interactions of
a touch-to-track design. TrackLine (Figure 1) lets operators define the desired
tracking position in advance and delegates the correct timing to an assisting
system. A vertical line, displayed on top of the video stream, serves as a mo-
tion trigger. It can easily be positioned by drag and drop gestures before the
recording is started. As soon as a moving object intersects with the line in the
image space, the camera starts moving automatically, framing the object at the
predefined position. By defining the desired tracking position in advance, select-
and-correct moves can be avoided and the selection of fast objects is no longer
tied to human reaction time. We compared our approach to existing approaches,
namely software joystick and touch-to-track. Our results show that, TrackLine is
more efficient (fewer retakes) and more precise (smaller distance from intended
position). In addition, it was perceived as easy and effective to use as well as
quick to learn by our participants.

2 Related Work

Focusing on physical camera motion, Chen and Carr [3] presented an in-depth
survey on autonomous camera systems. They identified core tasks and summa-
rized twenty years of research-driven tool development and evaluation. Besides
traditional cinematography, further work was conducted in automated lecture
recording [12, 18–20], tele-conferencing [10, 21] or event broadcasting [1, 2, 4, 9].
Regarding high-level control in particular, as in our case, the most prominent
approaches are Through-the-Lens [7], image-based [14] or constraint-based [8, 13]
control. Our design uses image-based control on a virtual camera, but today’s
motorized motion control systems already show that results for virtual camera
control can be applied to remotely controlled real cameras. To evaluate designs
the use of standardized tasks is common. For comparing different techniques in
cinematographic tasks however, we found no well-established methodology in the
literature. Of course, systems have been evaluated before in their unique ways.
In [16] a computer-vision supported crane was evaluated by following a target
that was moved by an industrial robot. In [12] a motorized slider was used to
move an action figure, which served as a tracking target for a computer vision
based panning system. Without standardized tasks at hand, a system’s capa-
bilities are also often documented by picture series as in [15] or by referencing
a video as in [11]. These approaches, however, are often limited to subjective
interpretation. To enable objective comparisons with a task that is also native to
cinematography, we chose a framing task and measure similar to [12] and [17].

3 Study Comparing TrackLine to the State of the Art

In a user study, we compared our TrackLine approach to the current state of the
art, which is the software joystick for continuous and touch-to-track for assisted
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control, representing the baselines for two different control paradigms (Figure 2).
Using the software joystick, the camera could be translated manually along the
x-axis, while with TTT, the motion was triggered by tapping on the target at
the desired tracking position. With our TrackLine approach, the users had to
drag the motion axis at the desired position before starting the recording. For
the assisted methods, visual feedback was given by indicating the automated
tracking with a green box around the target.

(a) software-joystick (b) touch-to-track (c) TrackLine

Fig. 2. The status quo designs software joystick and touch-to-track (Figures 2a and
2b) and our TrackLine alternative (Figure 2c) as implemented and evaluated

To test our approach early in the design process, we used a virtual camera and
environment for a prototypical implementation. The concept was implemented
in Unity 5.3. running on an off-the-shelf Android tablet.
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(a) Deviations (blue) from lane center (b) Deviations (blue) from desired framing

Fig. 3. The SDLP [17] for estimating the quality of control in a driving task (Figure 3a),
our adaptation (Figure 3b) to determine precision in a cinematographic task

For the study we wanted to collect quantitative data with a task that is
native to cinematography. We therefore adapted an appraoch from the automo-
tive domain, namely the standard deviation of lateral position (SDLP) [17]. The
SDLP measure follows the idea that when driving – usually in a simulator –
during the course of a study participants will deviate from the center of the lane
they are driving on (Figure 3a). These differences from the ideal pathway are
recorded and analyzed. The closer the participants’ trajectory matches the ideal
pathway, the better is their driving performance.
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Our adaption is based on the Rule of Thirds2. Beyond its aim to provide
a visually pleasing framing for the audience, it can also be understood as a
goal-oriented task for the operator. The goal-orientation allows to measure how
accurately the goal is achieved. Similar to the SDLP, we use the distance between
the moving object’s actual and ideal position. The ideal position in our case is the
first third in movement direction within the image space (Figure 3b). The smaller
the distance from the ideal position, the better we rate the control performance.

3.1 Study Design

We used a within-subjects study design with the independent variables user
interface (3 levels) and task (3 levels). To avoid learning effects both variables
were counter-balanced with a Latin-Square Design.

3.2 Participants

We recruited 12 participants (3 female). The average age was 24, with ages
ranging from 21 to 27. Vision was normal or corrected to normal for all. Also,
all were familiar with touch screens and 3 acquainted with camera operation.

3.3 Study Tasks

In our study, a horizontally moving object (red cube) should be followed and
framed according to the Rule of Thirds. In detail, when the recording was star-
ted by tapping on a button, a text countdown of three seconds was displayed on
screen, before the cube moved into the scene from the left. The users were asked
to frame the cube at 1/3 of the screen, e.g., the first third in movement direction.
To find the target position more easily, a thirds grid could be displayed by the
participants. Additionally, the center of the cube was marked with an antenna.
The camera motion should be stopped when a red signal was presented on the
display. To vary the workload, we developed three variations of this task: di-
rection change (movement direction changes), fast object (object moves at high
velocity) and track&pan (transition from tracking to panning). Within the lat-
ter, the users had to smoothly transition the camera motion from a translation
along the x-axis to a rotation around the y-axis when the red signal was shown.
For manual control, we therefore implemented a second software joystick. When
using the assisted techniques, the users only hat to tap on the background of the
screen to trigger the transition.

3.4 Procedure

After welcoming the participants and explaining the structure and the context of
the study, a consent form was handed out. Given their consent, the participants

2 Guideline for image composition where the image space is divided into thirds (hori-
zontally and vertically). Objects of interest are best placed at one of the intersections.
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were asked to fill out a demographic questionnaire. They were then given an
introduction to the application and could familiarize with the controls during a
five minute training task in which the cube moved from left to right at mode-
rate speed. Following the training task, the specifics of each task variation were
explained in detail ahead of each condition. After finishing each task, the par-
ticipants were asked to fill out a questionnaire and the next task was prepared.
To be consistent to the mobile usage context, we asked the participants to carry
out the tasks while standing. The study ended with a final questionnaire and
semi-structured interview, asking the users to give a rating of the techniques in
direct comparison.

3.5 Measurements

Participants were asked to repeat the task until they did not expect a furt-
her increase in performance anymore. They were assessing their results based
on their own subjective impression. As a measure for efficiency, we thus coun-
ted the number of trials. We consider this a relevant measure, as in real world
productions a reduced number of trials effectively saves time and money. For
estimating precision, we used our adaptation of the SDLP described above. We
continuously logged the distance of the moving cube to the ideal position.

4 Data Analysis and Results of the User Study

For the data collected on efficiency and precision the conducted Shapiro-Wilk
Tests showed significance. Thus normality of the data cannot be assumed. In
the following data analysis we therefore used non-parametric tests (Friedman’s
ANOVA, Wilcoxon Signed-Rank) to test for statistical significance. Bonferroni
correction was applied in post-hoc tests to make up for pairwise comparisons
(α∗=.016). These were conducted only after a significant main effect was found.

*
*

0

5

10

direction change fast object track&pan

M
ea

n 
N

um
be

r 
of

 T
ria

ls
 

software−joystick   touch−to−track   TrackLine   

(a) Mean number of trials

*
*0

50

100

direction change fast object track&pan

M
ea

n 
D

is
ta

nc
e 

software−joystick   touch−to−track   TrackLine   

(b) Mean distances from third

Fig. 4. Results on efficiency and precision of the studied interfaces



TrackLine: Refining touch-to-track Interaction for Camera Motion Control 7

4.1 Efficiency

In number of trials, the fast object and track&pan tasks showed noteworthy ef-
fects. For fast object, TTT needed the most trials and for track&pan the software-
joystick did. For each task one approach would perform better and therefore
seems better suited. However, TrackLine outperformed both interfaces in both
tasks. For fast objects (χ2(2)=19.96, p≤.001), participants did 5.08 trials on
average (SE≤.06) with software-joystick, while they did 7.08 (SE≤1.0) with TTT
and only 3.17 with TrackLine (SE≤.56). Post-hoc pairwise comparisons showed
that using TrackLine resulted in significantly fewer trials than software-joystick
(Z≤3.11, p≤.002, η2 ≤.81) and TTT (Z≤2.96, p≤.003, η2 ≤.73). For track&pan
(χ2(2)=21.04, p≤.001), the participants did 5.50 trials on average with software-
joystick (SE≤.62), with TTT 3.17 (SE≤.39) and only 2.17 (SE≤.37) with TrackLine.
Post-hoc tests indicate that TrackLine needs less trials than software-joystick
(Z≤3.08, p≤.002, η2 ≤.79) and TTT (Z≤2.81, p≤.005, η2 ≤.66).

4.2 Precision

For fast object (χ2(2) ≤13.17, p≤.001), the software-joystick resulted in a 55.22
px distance on average (SE≤8.07), TTT in 63.60 px (SE≤25.80), and TrackLine
only in 16.26 px (SE≤1.30). In pairwise comparison, we found participants to
be closer the ideal position with TrackLine than with software-joystick (Z≤2,98,
p≤0.06, η2 ≤.74) and TTT (Z≤2,75, p≤0.03, η2 ≤.63). For the track&pan task
(χ2(2) ≤22.17, p≤.001), the average distances were 27.62 px with software-
joystick (SE≤3.85), 11.45 px with TTT (SE≤25.80) and only 1.34 px with
TrackLine (SE≤0.17). Pairwise comparisons reveal that TrackLine led to a smal-
ler distance to the ideal position than software-joystick and TTT (for both:
Z≤3,06, p≤0.02, η2 ≤.78). Additionally, it helped avoiding misses that occurred
especially with TTT resulting in a larger variance (see error bars in Figure 4b).

4.3 User Feedback

We collected self-reported data on the efficiency, ease of use and comfort via
5-item rating scales. The software-joystick was rated low in efficiency (Mdn=2)
and ease of use (Mdn=2), but as comfortable to hold (Mdn=4.5). TTT was
rated to be efficient (Mdn=4) and easy to use (Mdn=4), but lowest in com-
fort (Mdn=3.5). TrackLine was perceived as very efficient (Mdn=5), easy to
use (Mdn=5) and comfortable to hold (Mdn=5). In the debriefing interviews,
participants pointed out that extension in future work should include fostering
exploration and expressiveness of the technique. ’I liked the joystick best, because
I had the most control, even if the technique is potentially more imprecise than
the TrackLine.’ (P09). But the same participant also acknowledged the resulting
jerkiness of the motion ’If this would have been a real recording, it would have
become pretty jerky.’ (P09). Participants also felt that the software-joystick occu-
pied more cognitive resources. Three participants stated that it was harder to
react to the presented stop signal when using the software-joystick, because they
were occupied with focusing on the cube.
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5 TrackLine: Effective and Precise – Yet limited

In our study we observed an expected decrease in efficiency and precision, es-
pecially for fast moving objects. Regarding state of the art designs, depending
on the task, one or the other seems preferable. Despite these particularities pro-
voked by the different tasks, our approach could address the performance issues
in all cases. It resulted in more precise camera motion when controlled with
a touch screen device and helped to avoid select-and-correct moves. Still, the
observed performance issues could not be totally avoided, but their frequency
and consequences could at least be minimized. Additionally, we found that in
the participants’ perception the gain in precision comes at a trade-off in expres-
siveness. The expressiveness of tools for the support of creative tasks such as
cinematography is an important aspect. It is thus often tested in the evaluation
of such tools, for example with the Creativity Support Index by Cherry and La-
tulipe [5]. Therefore, the missing expressiveness needs to be addressed in future
work. This means in particular, (a) to extend the functionality of the TrackLine
approach and (b) to combine manual continuous control elements fostering ex-
ploration and expressiveness with a content-based approach providing efficiency
and precision.

To assess data and insights early in the design process, we implemented our
system in a virtual environment. This environment, of course, provides perfect
information, which would be more noisy in real world systems. This is likely to
uniformly affect all performance aspects we measured, especially regarding pre-
cision. The collected data should thus be considered with caution on an absolute
level. Our results are mainly suited for a comparison of the design alternatives
on a conceptual level. It thus can help to inform the design of real-world im-
plementations. While future work is surely necessary to asses the feasibility of
our approach in the wild, we think that given today’s existing technology, an
enhanced version of our approach could already be implemented on top of es-
tablished systems. However, such an implementation still needs to address the
issues discussed above.

6 Conclusion

To overcome the issues of existing image-based motion control methods, we de-
veloped a refinement for high level camera motion control on mobile devices
(TrackLine). TrackLine lets operators define the desired tracking position in
advance and delegates the correct timing to an assisting system. Our appro-
ach counteracts select-and-correct moves and separates performance, especially
in selecting fast objects, from human reaction time. To evaluate our design,
we compared it to two established techniques (software-joystick and touch-to-
track). Our results indicate that with TrackLine, operators are more efficient
while simultaneously being more precise compared to established techniques. In
addition to the increased performance, users perceived the technique as efficient,
easy to use, quick to learn and comfortable to operate.
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