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Preface

This report provides an overview of current research dealing with user behavior. There are various
domains that deal with user behavior, ranging from user experience, security, interactive surfaces
to in-car interaction.

During the summer term 2012, students from the Computer Science Department at the Ludwig-
Maximilians-University in Munich did research on specific topics related to ‘user behavior’ and
analyzed various publications. This report comprises a selection of papers that resulted from the
seminar.

Each chapter presents a survey of current trends, developments, and research with regard to a
specific topic. Although the students’ background is computer science, their work includes inter-
disciplinary viewpoints such as theories, methods, and findings from interaction design, ergonomics,
hardware design and many more. Therefore, the report is targeted at anyone who is interested in
the various facets of ‘user behavior’.

Munich, September 2012
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System security and the human factor - impacts of user behavior on
alphanumerical passwords and visual authentication methods

Claudius Boettcher

Abstract— Being burdened with the demand to remember multiple passwords in business and private life users struggle with security
requirements. This paper reviews the state-of-the-art authentication represented by alphanumeric passwords and compares it to
various visual authentication methods in terms of provided security and usability. Theoretical security is examined as well as the
impact of user behavior. Improvements are proposed to overcome usability and security problems arising in relation to user behavior.
A conclusion is drawn that alphanumeric password authentication although providing challenges can be of great usefulness if properly
managed. Furthermore visual authentication techniques are outlined to have the potential to enhance usability providing equal

security if designed taken human factors into account.

Index Terms—usability, security, authentication, user behavior, alphanumeric passwords, visual passwords, improvements

1 INTRODUCTION

Securing access to confidential information is a major concern in the
digital world (e.g. banking, messaging, etc.). With a growing number
of systems and services which require authentication users and system
designers have to find practicable ways to deal with related issues in
security and usability.

Authentication is the process of verifying the identity of a user. Fol-
lowing Renaud and De Angeli [24] it consists of four steps intended
for ensuring that only an authorized person is granted access to certain
(confidential) data. Before the actual authentication can be executed
for the first time the user needs to enroll (step 1, enrollment). To do
so he has to provide the system with a secret authentication key (e.g.
a password or fingerprint) which then gets assigned to his account.
The procedure in which the system itself creates the authentication
key is slightly less common. During authentication the user is asked
to provide the authentication key. The system then compares the in-
formation given with the authentication key first stored during enroll-
ment. The user only gets the desired access if these two match exactly.
Depending on the confidentiality of the data protected the process of
authentication can be required by a system several times during use. In
modern online banking for example it is not unusual to have the user
log himself in by using a user-name and password and then request-
ing authentication by inserting his bank card into a small device which
provides an identification number (after having communicated with
the online banking system via barcode) before for example a transfer
can be executed. Should a user forgets the key that got registered at
the enrollment it needs to be replaced (replacement, step 3). In this
case either the user himself can set a new authentication key or the
system issues a new one. A fourth step concerning authentication is
De-registration. This occurs when the user shuts down his account and
all personal and authentication data is deleted.

Three main types of authentication can be distinguished [13].

Biometric authentication uses either physical properties of the user
like fingerprints, retina patterns and face recognition or behavioral bio-
metrics like typing patterns and signature dynamic [21, 14].

Token-based authentication requires the user to provide a physical
token (e.g. EC-card with RFID-chip, smart card, physical key) to au-
thenticate [13]. Tokens are extrinsic (separate from the person) and
therefor might be stolen from the owner or passed on purpose.
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Challenge-and-response or knowledge-based authentication con-
fronts the user with a challenge (e.g. to enter a password, to answer
a question), and the user has to respond correctly (e.g. with the right
password) [21].

Biometric and token-based authentication systems require the pres-
ence of the person or additional data/hardware to work. Since this is
not always possible/available, expensive, or, in case of biometric prop-
erties, bound to a certain person, the challenge-and-response type in
form of alphanumeric passwords is used most frequently [15, 23, 29]
- especially in uncontrollable domains (e.g. the web). However, there
is a trade-off between safety and usability in authentication with al-
phanumeric passwords, because strong passwords! are harder to re-
member. Password design guidelines and organizational password
policies, requiring users to create strong passwords and change them
frequently are causing users to choose weak guessable or deducible
passwords, which are easily obtained by password cracking software;
or write them down.

With the demand to remember more and more strong passwords,
the question arises if there are systems with equal or higher security
and higher usability.

Various visual authentication techniques and systems have been in-
troduced to address these problems e.g. [25, 24, 18, 28, 8, 29].

This paper compares the influence of user behavior on authentica-
tion system security between alphanumeric systems and three types of
visual systems. Therefore the basics of both authentication premises
are introduced and their theoretical security is analyzed. Then, the
impact of human behavior on the theoretical security is described and
improvements are presented to address user behavior related problems.
At the end a conclusion is drawn.

The next section starts by reviewing the state-of-the-art authentica-
tion with alphanumeric passwords.

2 ALPHANUMERIC PASSWORDS

An alphanumeric password is a string of letters and digits entered via
the keyboard. Because the usage of alphanumeric passwords is simple
and inexpensive, this method is widely used [15, 23, 29].

2.1 Password Quality

The available set of password characters in the German language
consists of 26 lower case and 26 upper case letters as well as ten
digits (0-9) (62 total). Given a password length of eight, there are
628 = 218,340,105,584,896 (218 trillion) possible different pass-
words. This computation is based on a repeated random trial from

! According to Holt [15] *weak’ means, that the password can be guessed
with an unacceptably low number of tries. The main reason for a password to
be considered weak is that the number of total possibilities to guess from is
very limited. *Strong’ is the opposite of weak.



the character set where ordering matters. Random passwords, like
’0J31KovK’, are considered to be the strongest, because they are not re-
lated to personal information (birth dates, names, addresses, etc.) and
are not listed in dictionaries. This way password cracking software can
not guess passwords by using different concatenations of user related
data or dictionary words.

2.2 Influence of User Behavior

It appears that users tend to choose memorable yet deducible or guess-
able passwords (e.g. last name + birth date) [15]. In 2009, a breach
of social media developer RockYou’s password database revealed 32
million user passwords. The passwords were analyzed by Impervia
Corp. [9] and reported the following findings.

e 30% of the passwords are short (less than six characters)

e over 60% use a limited character set (e.g. only lower-case char-
acters)

e 50% are based on names, slang terms, dictionary words or trivial
forms (e.g. consecutive digits)

e the most common password was ’123456’ (total number of users
using this password: 290,731), followed by *12345’ (79,078 oc-
currences) on the second, 'Password’ (61,958 occurrences) on
the fourth and ’rockyou’ (22,588 occurrences) on the seventh
rank

These findings demonstrate that the theoretical password space of
628 different passwords (see the section before) is an illusion because
people don’t choose passwords randomly at all [8].

Impervia stated that, if a hacker would have used the list of the
top 5000 passwords as a dictionary for a brute-force attack on Rock-
You users, he would successfully gain access to one user account per
111 attempts. With a DSL connection of 55 KB/s (upload rate) and
an attempt on the size of 0.5 KB, the attacker can compromise 1000
accounts in less than 17 minutes [9].

In addition to users choosing weak passwords, there are some other
factors making passwords vulnerable. Passwords might be intention-
ally or unintentionally shared through shoulder surfing, interception of
unencrypted messages, write down or recording of key strokes / mouse
clicks. Users might use the same password for multiple services that
require logging in. Or a physically written down password might be
lost or get stolen from the user [15].

(Organizational) security policies and password design guidelines
address these problem by prescribing design guidelines like the fol-
lowing (see [16, 27]).

e length should be at least seven characters

e use at least one character from three of four character-classes
(classes are upper case letters, lower case letters, digits and non-
alphanumeric characters 2)

e must not consist of proper names or words from a dictionary,
including variants with letters replaced by digits

e must not be similar to previous twelve passwords
e expire after four months

e take a sentence and turn it into a password by using the first letter
of every word ("This little piggy went to market’ might become
’tipWENT2m’)

Adams and Sasse [5] studied the effects of such guidelines and
found that those mechanisms although designed to increase security
led to insecure user behavior. One key finding stated that having
multiple passwords reduces their memorability and increases insecure

2
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non-alphanumeric characters such as ’.’ or &’ are used to enlarge the
character set which leads to a greater set of characters to choose from.

practices like writing passwords down or choosing weak passwords.
They also found that if the password policies and users work practices
are incompatible, security mechanisms are likely to be circumvented.
For instance if the organization uses individually owned passwords for
group working, users are likely to share them between the group mem-
bers. The study also identified that user’s knowledge of how security
mechanisms work and how they can be breached is poor. For exam-
ple users perceived information about individuals, like personal files
or emails as sensitive, but commercially information, like customer
databases or financial data as less sensitive. Another user stated that
his wife’s maiden name ’*¥#*#*#kkkkkr4% woyld represent a very
strong password and its crack-ability is very low.

Adams and Sasse state that the main cause of insecure work prac-
tices results form poor communication between security departments
which lack an understanding of user’s perceptions, and users which do
not understand how security mechanisms work.

23

The findings in the last section suggest that users should be informed
and trained in what a strong password consists of and how password
cracking software operates. This can be achieved through online help
during password design process or explanations given when a user
password has been cracked. Password design guidelines must find
the balance between strong security and usability [5, 19]. Forget et
al [12] introduced a password creation system (Persuasive Text Pass-
words (PTP)) which helps users to create strong passwords without
sacrificing usability. The system would replace or insert random char-
acters at random positions in the user chosen password. This way,
the user would still have his memorable password as base, expanded
by the improvements of a strong password. The user might as well
shuffle the replacements / insertions until the result feels memorable
to him.

Also users must understand why a password is strong and how se-
curity mechanisms work. Security departments must not see users as
’inherently insecure’ or worse, and users must not understand security
mechanisms as an overhead that gets in the way of their real work.
This can be achieved through User-Centered Design, where users are
treated as equals in the process of securing confidential data. Secu-
rity Departments have to understand, that strong passwords are hard
to remember and their number has to be limited (four or five if re-
cently used). Where multiple passwords can not be avoided, single
sign-on mechanisms or token-based authentication methods such as
smart cards should be considered to alleviate memory problems.

Security has to be observable as a key part, that is taken seriously
by the organization and users should be made aware of security threats
and which role passwords play in securing data as well as why con-
fidential information is confidential and what the meaning of security
levels is [5].

The next section focuses on alternative methods to provide usable
yet secure authentication mechanisms.

Improving Security And Usability

3 VISUAL PASSWORDS

The idea behind visual or graphical passwords® (or in general authen-
tication systems) is to use pictures instead of characters to provide a
challenge to the user. There are two main reasons for using visual
passwords.

First, it is claimed, that images are more secure. This is based on
the natural complexity in recording and saving pictures in contrast to
character strings [24]. An eight character sequence can be represented
by eight bytes, whereas an image easily exceeds this size by the factor
ten, indicating more sophisticated computation and leaving more room
to insert security mechanisms.

The second reason why visual passwords are claimed to be better
than alphanumeric passwords lies in their usability justified by being
more memorable. The picture superiority effect states that humans
have an almost unlimited memory for pictures which they remember
longer and in more detail than words. This can be ascribed to the way

3referred to as visual passwords in the following.
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STEP 1
Get To Know Your Passfaces

Fig. 1. Passfaces enroliment [2]

Click on your Passface

Click on your Passface

Click on your Passface

Fig. 2. Passfaces authentication [2]

visual information is encoded in memory. People store a literal de-
scription as well as the visual configuration of images providing more
than one pathway to the stored information. This allows humans to
retrieve such information more exact and for longer time periods [24].

According to Renaud and De Angeli [24] visual password tech-
niques can be classified into three distinct types.

e searchmetric,
e locimetric and
e drawmetric systems

The paper continues with the analysis of these three visual authen-
tication types beginning in the next section.

3.1 Searchmetric Systems

Searchmetric systems require users to identify their authentication key
among a set of images or icons which include the authentication key(s)
itself as well as a number of distractors.

Passfaces by Real User Corporation [10] is probably the most
widely used and studied system [24] and will therefore be used as
main example in the following.

At enrollment the system either proposes three different passfaces
or the user has to choose them by himself (see figure 1). After that the
system provides hints to help remember the passfaces (e.g. ’think of
similarities between the person on the passface and people you might
know’). This phase is called familiarization.

At authentication the user has to select one of his passfaces out of a
challenge set with eight other images serving as distractors. This step
is repeated three times (see figure 2).

In the following the security provided by this mechanism and how
it is influenced by user behavior is highlighted.

3.1.1

Given a Passfaces authentication mechanism with three steps to unlock
the user’s data and each step challenges the user with a set of nine
images of which one is a previously chosen / or assigned passface and
eight are distractors. Consecutive selecting while keeping the ordering
yields 93 = 729 distinct select paths of which one is correct. To match
the strength of an alphanumeric password with its 628 possibilities (see
section 2.1), logg (628) ~ 15 steps would be required.

Password Quality

3.1.2

There are several problems that arise when users work with the system.
Studies [24, 29] suggest that users tend to choose faces of people of the
same race if they are allowed to pick their own passfaces. Especially
male users were found to choose attractive faces of females of the same
race significantly more often than other faces [11]. In addition users
are getting confused by the distractors over time.

The latter problem can be drawn back to a problem with the picture
superiority effect, which the system is based on (see section 3). It
is indicated by the way that this effect was proven. It appears to be
significantly different from the way images are used in authentication.
In psychological experiments, aimed to prove the picture superiority
effect, people were shown a set of pictures to remember. At a later
stage, they were confronted with picture pairs with one picture they
had seen before, and another, they had not. Under these circumstances
people could identify the image they had seen before at a statistically
significant rate.

Authentication using Passfaces starts similar. At enrollment, users
emboss their passfaces. After that, they are required to choose the
secret picture out of a challenge set in the presence of pictures they
had not seen before. The more often a user authenticates to the system
however, the more often he is confronted with the distractors, starting
to recognize them. This confuses the user. Taking into account that the
user has seen his passfaces just one more time than the distractors and
that the distractors outnumber the passface at a rate of eight to one, it
is obvious that this situation is far more challenging than the tasks in
picture superiority effect experiments [24].

The way humans approach the identification of the correct image
leads to a possible usability problem. Because people have a selective
attention they can attend to only one or two objects at a time. If the
objects - or in this case images - are very similar and complex, people
have to closely examine each image to detect their passface. The most
efficient way would be to start at the top and then methodically com-
pare images to each other until the demanded picture is found. People
however search in a different way, starting with a perception phase
in which they get an overview over the whole panorama and its col-
ors, shapes and shadows. Secondly users examine single images and
compare them to their passface to determine whether it is the correct
one or not. This procedure is somewhat unpredictable and as users are
reviewing images multiple times inefficient which may lead to frustra-
tion. According to these findings it is justified to state that the more
visually similar the target pictures are and the more pictures the chal-
lenge set contains, the more complicated the task of finding the right
passface is.

Not a direct consequence of human behavior, but considering us-
ability it has to be taken into account that this method is prone to shoul-
der surfing* and key logging, because the task is to point at relative big
targets.

Dunphy, Nicholson and Olivier [11] assume that if Passfaces
gains more popularity and users are in the need to manage multiple
PassFace-based logins, they might want to share or write down their
secrets as well. Due to the impossibility of writing faces down, users
will create verbal or written down descriptions of their secret images.

Influence of User Behavior

3.1.3

With the statements of the last section in mind, Passfaces appears to
be subjected to the same trade-off between usability and security as al-
phanumeric passwords. The problem of people choosing passfaces of
people with the same gender or race indicates that the security of this
mechanism is strongly dependent of the pictures used. It could though
be easily bypassed by not allowing users to choose their passfaces at
all. This however may force users to remember faces without having
any hints through comparison to other people the user is related to.
Thus making them harder to remember.

The confusion resulting from the recognition of the distractor im-
ages can be reduced by using images of greater variability. That step

Improving Security And Usability

4shoulder surfing means that person might obtain an authentication key sim-
ply by observing the input of the key by the user during authentication.



Fig. 3. PassObijects uses distinct symbols and requires the user to per-
form unobservable tasks like finding the intersection of lines between
passobjects [8]

@)~ =]
Please select your PIN:
§37°77 T 3324
06100 | h7 SES S
AEEEEN 883&7 79376

Fig. 4. Dynahand requires users to recognize their own handwriting [25]

would enhance usability but make the system even more open to attack
for shoulder surfers.

Bringing the system at eye level with alphanumeric passwords in
terms of security would require more than 15 steps of passface deter-
mination (see section 3.1.1), which would ask to much of the users
memory capabilities.

Addressing the problem with users sharing their secure passfaces
with others the study carried out by Dunphy et al revealed that it is
very difficult to login to a PassFace-based system using a description
from the start (success rate of around 8%). They suggest methods
with which the discovery of the described face could be made even
more difficult by strategically selecting decoy images similar to the tar-
get face according to some metrics [11]. Under circumstances where
password sharing is undesirable (e.g. in a collaborative work scenarios
with individual passwords). Those methods might enhance security. In
other circumstances where password sharing is no problem such tech-
niques might be omitted.

Securing the confidential data with another layer of security (e.g.
with an alphanumeric password) seems appropriate if both the usabil-
ity and the security shall remain high.

Aiming especially at the susceptibility to shoulder surfing and key
logging searchmetric systems like Rutgers School’s PassObjects [8]
(see figure 3) have been introduced to give no hints to possible shoul-
der surfers, which and where the actual key images of the user are. In
this example, four secret passobjects are known to the user. The chal-
lenge is to point at the intersection of imaginary lines between those
objects. The user would point at the computer icon and the system
would grant him access. This could trick an attacker to think, that the
computer is the secret object whereas it isn’t. In the next authentica-
tion phase the icons are shuffled leaving the computer icon placed not
in between the passobjects. Then nothing would happen if it is be-
ing clicked. Using this method and given a set of 1,000 objects from
which the user chooses ten as his secret passobjects no attacker can
have enough (computer) memory to carry out an exhaustive attack [8].

Another example for this type of searchmetric system is Dynahand
(figure 4) which relies on the user recognizing his or her own hand
writing. This method provides good usability because it takes the bur-

Fig. 5. visKey [4]

den of remembering a secret away form the user as well being resistant
to shoulder surfing because an attacker might easily identify the con-
tent of the drawn pin number the user pointed at as the users secret,
unaware that the actual secret lies in the handwriting of the user. On
the other side it is easy to imagine that attackers close to the user or
equipped with profound information about the user might recognize
the user’s handwriting as well. Therefore the system is not recom-
mended to be used to protect highly confidential information [24].

3.2 Locimetric Systems

Following Renaud and De Angeli’s [24] specification, locimetric vi-
sual authentication systems are based on pointing at secret positions in
an image. At enrollment the user has to choose fixed number of dis-
tinct positions. Most of the systems use one image and allow the user
to select it from a set of images. The user then has to click the correct
positions in the correct order to gain access to the secured data. The
example application visKey is shown in figure 5.

The next section focuses on the possible quality of passwords of
this type.

3.2.1

Given a user specified position in an image has a tolerance of 10x10
pixels around it>. In other words, when the user is required to click
the position in authentication, a click 5 pixels different from the orig-
inal position-pixel in each direction will be rated as a correct click as
well. If the base image has a resolution of 1024x768 pixels, which
is a common resolution for laptops, there are 7864 distinct possible
positions available. Looking at smartphones, widespread resolutions
are 640x960 pixels (6144 distinct positions) or 320x480 pixels (1536
distinct positions).

Again, randomly selecting 8 ?ositions and maintaining ordering
would lead to 7, 8648 = 1.46% 103! possible position patterns, which is
about 6.70 + 10 times as much as was achieved with a 62 element set
to choose from when composing an alphanumeric password (see sec-
tion 2.1). Even using the smallest mentioned resolution of 320x480
pixels, there are still 141,904,513,653 as many available position-
patterns as character-based passwords (see section 2.1). This may lead
to the conclusion that locimetric systems are vastly superior than al-
phanumeric passwords.

The next section focuses on the impact of users behavior which
drastically reduces the amount of possible patterns.

Password Quality

3.2.2

Psychological research indicates, that human vision focuses primar-
ily on objects instead of whole scenes [24]. This fact suggests, that

Influence of User Behavior

>Note: a 10x10 pixel bounding box is still quite small. In terms of higher
usability, larger areas should be considered.

9



Fig. 6. PassClicks experiment (each user chosen position is marked
with a red dot) [24]
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Fig. 7. Draw-A-Secret authentication example [22]

clearly recognizable objects are more likely to be chosen by users as
authentication positions than other positions in the image.

The choices of 157,090 people of the PassClicks experiment are
shown in figure 6. This study clearly demonstrated, that the number
of available distinct positions is much smaller than calculated in the
section before.

3.2.3 Improving Security And Usability

As the last section indicates, people choose distinct objects as authen-
tication positions. To raise the number of possible position-patterns
and therefore enhance security, the used images should contain many
distinct objects. Furthermore the objects should be of equal impor-
tance to the observer. This means, the image should rather consist of
two objects equal in size, than of one big and eye catching and one
small and insignificant object. This ensures no object is favored over
other objects, enhancing security.

3.3 Drawmetric Systems

Drawmetric systems require the user to repeat a previously recorded
drawn image to authenticate [24]. For such methods to work, the user
has to redraw his secret image within a certain tolerance.

Draw-A-Secret (DAS) [17] quoted after [26] is used as example in
the following. Users are required to create a drawing on a 2D grid. It
can consist of one continuous pen stroke or multiple separate strokes.
At authentication, users have to repeat the same paths through the grid
cells. The DAS-password is encoded as a sequence of coordinates of
the grid cells passed while drawing. Its length is the number of coor-
dinate pairs summed up across all strokes [26]. An example drawing
is shown in figure 7.

10

B Draw pattern to unlock:

Fig. 8. Android unlocking pattern [1]

3.3.1

The theoretical password space is directly related to the fineness of the
underlying 2D grid and the allowed password length. For a 5x5 grid
and maximum length 12 there are 2 8 —288,230,376,151,711,744
(288 quadrillion) DAS-passwords available [17] quoted after [26].
That is 1320 times the number of available alphanumeric passwords
with the length of 8 (see section 2.1), indicating the theoretical pass-
word space of DAS-passwords is comparable to the alphanumeric
passwords space.

The cardinality of the password space grows with the number of
grid cells used.

Note that there is a many-to-one mapping from user drawings to
DAS-passwords, as every arbitrary drawing inside one grid cell will
be encoded equal to a simple dot [26].

Password Quality

3.3.2

The downside of drawmetric authentication is that it represents a big
problem for people to redraw an image correctly enough [24]. Further-
more people are drawing symmetrical forms most of the time, reducing
the theoretical number of possible passwords to a minimum and mak-
ing the passwords themselves predictable [24, 26]. Nali and Thorpe
[20] found in a study that participants use few pen strokes (1-3) and
tend to place their drawing in the center of the grid. Another disad-
vantage of this mechanism is, that users need hardware of a certain
accuracy to enter their image correctly at all times. When it comes
down to finger-drawing on small mobile phone displays this can rep-
resent an unsurmountable problem [24].

From these problems it follows that the DAS system is not widely
used in practice nor studied by researchers [26].

However, a simplified form of this mechanism is used worldwide
nowadays: the unlocking patterns of android based devices (see fig-
ure 8). It uses a 3x3 grid of contact points. A pattern is defined as
an ordered list of those points. At enrollment the user is required to
generate a pattern which he later has to reproduce to authenticate. The
patterns are restricted to a minimum of four points. That means that
a single stroke is not accepted. In addition a point can be used only
once and every intermediate point between two chosen points is part
of the pattern as well. These restrictions lead to 389, 112 possible pat-
terns [7]. Although not as secure as the theoretical password set which
could be generated from nine numbers (one billion), this method pro-
vides a nearly 4 times larger password set than online-banking pins
with 5 digits (10° = 100,000 possible pins)®.

A user behavior related problem is generated by the nature of the
method, requiring the user to draw a line with his fingers on a touch-
screen. This procedure leaves oily residuals or smudge from the fin-
gers at the screen allowing an attacker to reconstruct the entered pat-
tern [6, 7].

Aviv et al. [7] found that

Influence of User Behavior

Note that this computation concerns only the theoretical password spaces
and says nothing about the actual security provided by each mechanism.



Emergency call

Fig. 9. Vertical PIN unlocking [30]

e smudges are surprisingly persistent in time

e it is difficult to obscure or delete smudges through wiping or
pocketing the device

e recording and analyzing requires readily available equipment
such as a camera and a computer

3.3.3 Improving Security And Usability

To address the problem with an attacker reconstructing the pattern
from the recording of smudge, systems as Vertical PIN and Whisper-
Core have been introduced by Whisper Systems [30].

Vertical PIN is designed in a way that the pin numbers are arranged
in a vertical line. After the user enters his pin code he is required to
wipe the screen in the direction of this line deleting the smudge from
his fingers (see figure 9). WhisperCore works in a similar way. It
requires the user to wipe the screen after successfully entering his pin
code. This clears all smudge from the login process deleting all helpful
information for reconstructing the pin [30, 6].

Adding a comparable step in the unlocking process via android pat-
terns would enhance security while keeping usability equal.

Another possible way would be to avoid the smudging of the screen
in the first place by using a stylus or a special pen (for capacitative
displays).

4 DISCUSSION AND CONCLUSION

The analysis implicates that alphanumeric passwords, although being
reasonably secure in theory, have huge problems in practice. The main
reason seems to be, that users either don’t know what a strong pass-
word is made up of or they know it but inflexible organizational poli-
cies or human memory restrictions prevent people from using them.

The problem lying underneath is found in the lack of communica-
tion between users and security departments. Users not understanding
the way security mechanisms work and security departments labeling
the user as the weak link in the security chain, or worse, the enemy
within [5]. User-Centered Design is needed to overcome this gap. It
is well possible to strengthen the weak human factor through online
help during password design or trainings what a strong password is
made of. Furthermore users can be taught to understand how security
breaching works and be made aware of security threats, although they
have never seen them in their organization.

Although burdened with the duty of remembering multiple pass-
words in business as well as in private life, alternatives to alphanu-
meric passwords like visual passwords should be examined more
closely. If human factors (like the way people process visual search)
are taken into account, those methods have the potential to offer better
usability while keeping security stable. Systems like PassObjects (see
section 3.1.3) provide mechanisms secure to any available computa-
tion power, allowing protection of high confidential data, yet keeping

M@ 6:31p X

Android

6:31..

Monday, December 14
€ Charging (50%)

Fig. 10. Smartphone unlocking via a simple slider [3]

the number of elements to be remembered by the user rather small in
comparison to an alphanumeric password which is equal in safety. If
attacks like key-logging and shoulder-surfing are considered methods
like those described can effectively mislead any offender. One inter-
esting question for future research is, how usable this system is 1) in
terms of memorability over long time periods 2) when it comes down
to users required to understand what they are supposed to be doing
and 3) how time consuming (and frustrating?) the search for the cor-
rect passobjects is.

At last users should rate their data in terms of security levels. If
information is less sensitive, weaker security mechanisms like Pass-
faces (see section 3.1) might provide sufficient security, following the
fact that weak security is always better than no security for example
provided by simple slider mechanisms shown in figure 10.
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User Experience beyond Usability

Korbinian Lipp

Abstract— Why do we prefer a special interactive product or service over another, that is nearly identical in terms of functionality,
usability and design? A closer look on the characteristic of "User Experience” reveals an answer to this question. User Experience
enfolds the abstract product qualities, that lead to a pleasurable and satisfying usage. Together with pragmatic qualities such as
function and usability User Experience represents a product as a meaningful whole. The paper provides an overview of factors that
influence User Experience and elucidates the psychological aspects of Experience in general. By explaining several demand survey
methods as well as giving two examples of well-implemented products in terms of User Experience one could get an idea how User

Experience can be shaped in practice.

Index Terms—User Experience, Factors of User Experience, Psychological Aspects of User Experience, Psychological Needs,

Repository Grid, PANAS, SHIRA

+

1 INTRODUCTION

Innovative, creative, visionary, smart. Who has not heard these words
in coherence with the California based computer- and consumer-
electronic company Apple? Moreover it seems that these adjectives
were even neoterized by Apple, to get a general awareness for their
broad range of products. Every announcement or rumor makes head-
lines and people beleaguer the stores days before the launch of a new
product to get one of the first exemplars. Nevertheless, the inventors
of graphical user interfaces were on the brink of ruin in the mid 90s,
when Apples biggest opponent Microsoft launched his new modern
operating systems. So, what brought Apple back on top?

Of course they took a quantum leap forward in technology and func-
tion, but that could only be part of the story, as todays competing de-
vices are simply too similar in terms of function, usability and price
to achieve a significant advantage for one special company. Whether
intended or not, Steve Jobs and his crew set a major milestone for their
current success by choosing the uncommon name ”Apple” for their un-
dertaking back then. As Jobs said later, the name sounded "fun, spir-
ited and not intimidating”[3]. And Apple delivers what it promises:
no stickers with version numbers on top of the body housing, no talk
about rendering speed, resolution or storage space but indeed a keen
sense of attributes like conjunction, lifestyle, design and autonomy.

These are buzzwords for a post-materialistic movement in which
people prefer to visit a concert instead of buying CDs or rather spend
a two week holiday instead of getting new furniture. Projected on con-
sumer electronic, pure functionality does not satisfy the requirements
of consumers anymore. They quest for more abstract values that even-
tually mostly result in an emotional state that can be described as ”Ex-
perience”.

And that is one possible answer for Apples amazing comeback:
They achieve a high state of Experience even beyond the actual con-
text of usage, for example with the unique atmosphere in their Apple-
Stores, the unboxing and start-up, simple design and high recognition
value, the surface feel and not least high performance and easy to use
hard- and software.

Roughly the same time Apple fought for their survival, cogni-
tive scientist Donald Norman coined the term “User Experience” to
describe the coverage of some critical aspects of human interface
research[13], while later-on the term was used in numerous differ-
ent interpretations. The International Organization for Standardization
(ISO) describes User Experience as: A persons perceptions and re-
sponses that result from the use or anticipated use of a product, system
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Germany, E-mail: k.lipp @cip.ifi.Imu.de

o This research paper was written for the Media Informatics Advanced
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Fig. 1. Influences on User Experience[11].

or service”[9]. Generally there is nothing wrong with this description,
but it is too vague to apprehend User Experience in a specific context
or to derive specific solutions for cases of appliance.

In imitation of todays leading experts, User Experience is best out-
lined as follows: User Experience describes people’s satisfaction while
using an interactive product or service. Essential factors are: the way
it feels in their hands, how well they understand how it works, how
well it serves their purposes, and how well it fits into the entire con-
text in which they are using it. User experience is subjective in nature,
because it is about an individuals performance, feelings and thoughts
about the product or service. User experience is dynamic, because it
changes over time as the circumstances change[1] (see figure 1).

Goal of this paper is to create a deeper understanding of User Ex-
perience by contemplating the crucial factors as well as psychological
aspects and evaluating methods.

2 USER EXPERIENCE, FUNCTION AND USABILITY

Beside the pure function of an interactive product or service, the con-
cept of “Usability” is another important factor for developers and de-
signers. The purpose of enhanced Usability is to reduce negative fac-



tors of usage like stress, cognitive load or confusion by improving the
usage to be fast, intuitive and effective[2].

Oftentimes  Usability is incorrectly equated with User
Experience[7]. But upon closer examination it becomes clear,
that Usability could only be one aspect of User Experience, since
Usability is understood as objective quality that can be measured
in parameters like speed, accuracy or eye motion[4], whereas User
Experience is a subjective phenomenon by definition.

Hassenzahl recommends a two-component model to illustrate the
relation of function, Usability and User Experience by assigning them
to different product qualities. He describes function and usability to
be of pragmatic quality as they are directly connected to the ability
to perform a certain task in a proper way. The second component,
hedonic quality, refers to perceived product characteristics like
“innovative”, “original”, “beautiful”, which do not have direct
influence on the actual task. As hedonic quality addresses the psy-
chological needs that lead to experience like competence, relatedness,
autonomy and self esteem (see section 4), hedonic quality could
be understood as the driver of User Experience. Pragmatic quality
therefore could indeed support or constrain the fulfillment of hedonic
quality goals, but it is in itself not desired to shape User Experience[4].

3 FACTORS THAT INFLUENCES USER EXPERIENCE

User Experience is described as peoples satisfaction while using an in-
teractive product or service[1]. As different as this interactive products
or services can be, as different is the perceived User Experience they
provide. The User Experience perceived while using a smartphone for
example, is closely connected with the fulfillment of a desire for so-
cial relationship [5], while a proper designed graphical user interface
for e-learning-applications is intended to enhanced the learners moti-
vation and joy[2]. From an objective point of view the two cases can
hardly be compared to each other. But on a more abstract and general
level User Experience is characterized by a few factors that can be ad-
dressed while shaping User Experience or can be taken into account to
identify the circumstances behind a certain User Experience.

3.1 Context

As elucidated User Experience varies from product to product. But
also a single interactive product or service can lead to - or call for -
multiple forms of User Experience depending on the actual context of
usage[12]. When thinking about a ticket machine, two circumstances
are common while buying a ticket: We have time to deliberately in-
teract with the automat or we are in a hurry. At best the designers
considered both scenarios of usage: When we are not in a hurry, the
User Experience can be shaped by, for example a logical and informa-
tive graphical interface in combination with additional audio response.
Otherwise a quick and intuitive on-touch handling without graphical
navigation and without friendly greeting fulfills contextual needs that
lead to User Experience.

In domain of User Experience, context is furthermore referred to ”a
mix of social context (e.g. working with other people), physical con-
text (e.g. using a product on a desk vs. in a bus on a bumpy road), task
context (the surrounding tasks that also require attention), and techni-
cal and information context (e.g. connection to network services, other
products)”’[15].

3.2 Time-Spans

When thinking about User Experience and Time-Spans it is most ob-
vious to reduce the circumstances to the actual moment of use. But
that does not cover all relevant dimensions, as User Experience can
extend into the future or can accrue before the actual interaction has
even started[15].

3.2.1 Anticipated User Experience

Anticipated User Experience relates to an imagined experience that
occurs before the actual usage of an interactive product or ser-
vice. This happens through expectations formed by existing experi-
ences of related technologies, brands, presentations or most important

advertising[15]. Apples iPad advertising strategy is a good example
for Anticipated User Experience. Their commercials mostly focus on
showing the product in daily life usage situations. Without ever having
used the product, people get a good idea about its look, feel and usage.

3.2.2 Momentary User Experience

Momentary User Experience or moment-by-moment-experience
refers to the perception during the actual usage of an interactive prod-
uct or service. What happens during an actual usage can be described
with the verb “experiencing” that specifies an individual’s stream of
perception, interpretation of these perception and resulting emotions
during an encounter with a system [15]. Once again an Apple-product
can be used as an example for applied User Experience. The ”Cover
Flow” implemented in iTunes (see figure 2) is a very easy, intuitive
and fast way to search for music since it is the electronic replicant of
the search through a record case. In addition to its intuitive handling,
the glossy appearance and applied animation increase the Momentary
User Experience even more.

Silent Alarm
Bloc Party

Fig. 2. iTunes Cover Flow: A Momentary User Experience.

3.2.3 Cumulative User Experience

Unlike Momentary User Experience, Cumulative User Experience
considers a series of usage episodes and periods of non-use [15]. Has-
senzahl points out that the broad view of “Experience” as meaning-
ful story has much more to offer than a narrow view of moment-by-
moment-experience[5]. Experience as a noun is described as an "over-
all designation of how people have experienced (verb) a period of en-
countering a system. This view emphasizes the outcome and memories
of an experience rather than its dynamic nature”[15]. Cumulative User
Experience plays an important role when thinking about User Experi-
ence and the automobile industry. Of course the actual task of driving
a car can lead to immediate Momentary User Experience, but further-
more the consciousness that the car has numerous safety systems in
case of an accident or that the car was, is and will be available to bring
me everywhere | want at any given time leads to a meaningful whole
satisfaction that is best described as Cumulative User Experience.

3.2.4 Episodic User Experience

Episodic User Experience originates while reflecting a previous
usage[15]. While designing User Experience one can utilize the hu-
man characteristic that experiences improve over time[5]. Further-
more the psychologist Leaf van Boven points out that ones memory
of an experience can even “be sharpened, leveled, and “spun” so that
the experience seems better in retrospect than it actually was”[20].
Episodic User Experience could for example be caused by an on-ride-
picture of a roller-coaster ride. By facing the picture from time to time
people can reproduce the situation and Experience.

3.3 User

Closely related to the context of usage, user influences have a strong
impact on the quality and sort of User Experience. Influences may be
the person’s mood, the motivation to use the product, current mental
and physical resources as well as use expectations[15]. Other dis-
tinctive characteristics are the person’s age and education, specific
objectives, sub-objectives, duration and frequency of usage[12]. So-
cial and organizational environment like communication requirements
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must also be taken into account[12]. Within the release of the operat-
ing system “Lion” Apple made a major change by turning the direc-
tion of window-scrolling. The reason behind that change is that Apple
wants to unify the process of scrolling between their touch devices
and desktop computers. For people that frequently use touch devices
like iPhone or iPad the change remarks a valuable improvement while
“classical” desktop users are maybe annoyed by it.

3.4 System

User Experience always focuses on a particular mediator - namely in-
teractive products or services[5]. A user’s perception of the system’s
properties naturally influences User Experience. Potential properties
including functionality, aesthetics, designed interactive behavior, re-
sponsiveness as well as usability. Another approach of system prop-
erties that influence User Experience are variables that the user has
modified or that are consequential of its use, like a customized display
background or scratches as a result of extensive use. The special image
of a brand or manufacture, like "innovative” or robust” also belongs
to system variables[15].

An interesting point while shaping or analyzing User Experience
is the question in how far a designer should meet the customers
needs and wishes for vast functionality. In general, User Experience
is understood as human-centered design[7]. But in order to shape
a certain User Experience it could be necessary and practical to
limit the amount of options for action[7]. This approach has a
major impact on the success of the FM3s Buddha Machine, also
dubbed the Anti-iPod (see figure 3). The Buddha Machine is an
electronic device loaded with nine ambient loops, which could be
played back in 8-bit quality through an inbuilt speaker and changed
in its pitch and volume by operating a knob. In contrast to other
portable music devices, the Buddha Machine is therefore very limited
in its functionality and quality. But precisely this reason marks
its cult status and User Experience. In 2007, the Buddha Machine
was an unexpected commercial success with over 50.000 units sold[5].

Fig. 3. Buddha Machine[10].

4 USER EXPERIENCE: A PSYCHOLOGICAL POINT OF VIEW

As mentioned before, experiencing is described as an individual’s
stream of perceptions, interpretations of this perceptions and result-
ing emotions[15]. By collecting the results to a closed and meaningful
episode, one forms Experience[7]. From an objective point of view
technology is not directly associated with what we are understanding
as Experience. But researches showed that there is a connection be-
tween using an interactive product or service and perceiving a form of
Experience during usage[4].

This chapter explains the symbiotic relationship between technol-
ogy and Experience. Furthermore it provides a general consideration
of Experience and addresses the question why Experience is desirable
for humans.
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4.1 Connection between Experience and material

Although User Experience is by definition connected to a physical
product or service, the phenomena behind it can basically be ascribed
to the attributes of a post-materialistic approach[S]. Post-materialism
is described as “’the degree to which a society places immaterial life-
goals such as personal development and self-esteem above material
security”’[19]. That means, visiting a concert has the potential to make
people more happy than buying physical products like a CD. The rea-
son for that is that people perceive the concert as an experience while
a product has more of an useful item[7]. The question is legitimately
how objects and experience can come together to form User Expe-
rience. When we compare the task of writing an email to writing
a handwritten letter, taking post-materialistic characteristics into ac-
count, one could argue that a handwritten letter beats the email in terms
of experience because writing an email requires the physical presence
of a computer (material). But on the other hand, writing a letter also re-
quires paper, a pen and stamps. In Hassenzahl’s opinion things are not
the opposite of experiences, but create and shape them[5]. Therefore
post-materialistic values can be created even if technology is under-
laying.

4.2 What is "Experience”

From a psychological point of view, Experience is formed by the inte-
gration of perception, action, motivation and cognition into a insepa-
rable, meaningful whole: A story emerging from the dialogue of a per-
son with the environment through action[5]. The quality of an Experi-
ence could be described with a momentary feeling of pleasure and pain
in various intensities ("how good or bad do I feel at the moment?”’)[4].
To explain the perceived Experience while using an interactive prod-
uct or service one could imagine a model that consists of two different
dimensions of human perception[4]. While the first dimension refers
to the product’s perceived ability to support the achievement of prag-
matic goals like “buying a ticket”, the second dimension leads peo-
ple to perceive a product or service as being “innovative”, “original”
“exclusive”[2]. The second dimension shifts attention from the phys-
ical product or service to a more subjective side, that addresses the
fulfillment of some basic psychological needs[4].

4.3 Psychological needs as driver for User Experience

In order to understand human motivation and personality, Deci and
Ryan developed the self-determination theory in which they anal-
ysed ten potential candidates for their suitability as basic psycholog-
ical needs: Autonomy, Competence, Relatedness, Self-actualization-
meaning, Physical thriving, Pleasure-stimulation, Money-luxury, Se-
curity, Self-esteem, Popularity-influence.

Out of this ten candidates they identified three basic psychological
needs that appear to be essential for constructive social development
and personal well-being[16]:

e Competence (Harter, 1978; White 1963)
e Relatedness (Baumeister Leary, 1995; Reis, 1994)
e Autonomy (deCharms, 1968; Deci, 1975)

In 2001, Kennon M. Sheldon showed that this psychological needs are
particular qualities of experience. Moreover his research showed that
”Self-Esteem” also belongs to the important psychological needs. In
special circumstances, like in times of privation, ”Security” may also
be a psychological need[17]. In further researches Hassenzahl and
Diefenbach analyzed the structure of positive experiences with tech-
nology. In a study based on Deci/ Ryans self-determination theory
they found out, that Competence is the most salient need in conjunc-
tion with technology and experience followed by Autonomy and Re-
latedness. Self-Esteem was no subject matter of their study[4].

Based on the presented research-results the basic psychological
needs for Competence, Relatedness, Autonomy and Self-Esteem can
be considered as the elementary drivers for User Experience.



Autonomy means that peoples activities are self-chosen and self-
endorsed, that choices were based on true interests and values,
that people can do things on their own way and that choices ex-
press the “true self”’[17].

Competence means that people want to feel affective in their ac-
tivities, that they want to successfully complete difficult tasks
and projects, that they take on and master hard challenges, and
that they are capable in what they do[17].

Relatedness means that people want to feel a sense of closeness
with some others, that they want to have contact with people
who care for them and whom they care for, and that they want to
feel a strong sense of intimacy with the people they spent time
with[17].

Self-Esteem means that people are quite satisfied with them-
selves, that they perceive many positive qualities and a strong
sense of self-respect[17].

5 USER EXPERIENCE DEMAND SURVEY

After discussing the relevant factors of User Experience as well
as the psychological foundation, this capture focuses on how in-
teractive services or products can be observed in terms of User
Experience during the design process. The subjective nature of
User Experience asks for special methods to survey the require-
ments of a interactive product or service in terms of User Experi-
ence. Unlike pragmatic qualities like Usability where established
processes, as for example described in DIN EN ISO 9241-210,
already exist[9], general rules for evaluation and shaping of User
Experience are still not completely developed. It is necessary to
find systematic ways to combine activities and products with our
general knowledge about experience, emotion and psychologi-
cal needs[2]. Therefor the existing task-related methods, as for
example shown beneath, need to be extended in ways like[2]:

— taking non application-based requirements into account
during the design- and evaluating process

— better awareness of user’s subjective perception

— emphasizing the positive aspects of a product or service
instead of simply removing user-barriers

The following techniques are examples on how interactive
products or services can be evaluated in terms of User
Experience. Many more methods can be found under
http://www.allaboutux.org.

5.1 Repository Grid

The repository grid technique is based on the assumption that
individuals view the world through personal constructs. Such
a personal construct is a similarity-difference-pair like “too
colorful - looks good”’[6]. While the formed construct provides
information on how people think about a product, it also tells
something about the person who built the construct[2]. If we
assume that the too colorful - looks good”-construct belongs
to the comparison of two interactive interfaces it becomes clear,
that too many colors disturb the persons individual sense of
aesthetics. With the repository grid technique it is possible to
observe pragmatic, but also hedonic requirements, that are from
particular importance in terms of User Experience[2].

The technique can be applied to a broad range of interactive
products and proceeds as follows[6]:

1. For construct extraction the individuals are faced with a
randomly drawn triad from set of products or prototypes,
marking the “design space”.
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2. In a second step they answer in what way two of the three
products are similar to each other and different from the
third, like "ugly - attractive”.

3. After that people are asked to name the pole they perceive
as desirable, for example “attractive” (see table 1)

4. The process is repeated until the interviewee does not
name further constructs

5. In a product rating step, people are asked to rate all
products on their personal constructs. The result is an
individual-based description of the products based on per-
ceived differences.

Table 1. Repository Grid example constructs[6].

Pole A Pole B
Does not take the problem seriously — Takes the problem seriously
Inappropriately funny Serious

Non expert-like

All show, no substance
Playful

Has been fun

Technically appropriate
Technology-orientated
Expert-like

Serious (good for work)

5.2 Structured Hierarchical Interview for Require-
ment Analysis (SHIRA)

SHIRA is an interview technique that seeks to explore the mean-
ing of abstract product qualities for a specific interactive product
or service in a specific context of use. SHIRA reveals con-
crete system qualities users think of as important. Furthermore
it captures design approaches to meet these concrete qualities[8].

SHIRA is applied in five steps[2]:

1. The interviewee is introduced to the general idea of the
system and its intended context of use (e.g. a home secu-
rity system)

2. They choose a number of desired abstract system quali-
ties from a pool of predetermined attributes (e.g. ”control-
lable”, ’simple”, “impressive”, innovative”). The pool of
predetermined attributes consists of hedonic attributes as

well as pragmatic attributes.
3. The interviewee prioritizes the chosen attributes.

4. Using a special question algorithm the interviewer requests
the interviewee to list concrete qualities of the system
which would justify attaching the abstract attribute. (e.g.
” What means innovative in relation to a home automation
system?” The interviewees answer could be for example:
”the system can be observed from a distance”.)

5. Based on these concrete qualities the interviewee is asked
to develop concrete design ideas to support the qualities
(e.g”a webcam captures a live-picture that I can access
with the help of my smartphone”)

The result is a hierarchical personal model of abstract attributes,
derived concrete qualities and suggestions how the qualities can
be a addressed during the design process|8].

5.3 Positive and Negative Affect Scale (PANAS)

As mentioned, the quality of an experience could be described
with a momentary feeling of pleasure and pain: “How good
or bad do I feel while executing a certain task?”’[4]. Watson
used this two-factor mood-model namely “Positive Affect” and
“Negative Affect” as a base for their Positive and Negative



Affect Scale "PANAS”[21]. Positive Affect (PA) reflects the
extent to which a person feels enthusiastic, active and alert.
High is a stage of high energy, full concentration, and plea-
surable engagement. Low PA is characterized by sadness and
lethargy[21]. Negative Affect (NA) is a general dimension of
subjective distress and unpleasurable engagement that subsumes
a variety of aversive mood states, including anger, contempt,
disgust, guilt, fear, and nervousness. Low being a state of
calmness and serenity[21]. The Positive and Negative Affect
Scale consists of ten "Positive Affects”-states and ten “Negative
Affect”-states[21] (see figure 4).

The extent in which a certain mood state fits the interviewees im-
pression is subdivided into 5 options:

very slightly or not at all, a little, moderately, quite a bit, ex-
tremely.

The most remarkable characteristic of PANAS in terms of User
Experience evaluation is the fact, that a persons mood state is
observed throughout a number of time-spans (see 3.2).

These time-spans are divided into[21]:
— Moment (you feel this way right now, that is, at the present
moment)
— Today (you have felt this way today)

— Past few days (you have felt this way during the past few
days)

— Week (you have felt this way during the past week)

— Past few weeks (you have felt this way during the past few
weeks)

— Year (you have felt this way during the past year)
— General (you generally feel this way, that is, how you feel

on the average)

The advise given to the interviewee contains the aspired time
span: “Please specify how you felt over the last past few days.”

very slightly a little moderately  quite a bit extremely
or not at all
interested (| O O O O
distressed (| | O O O
excited O | O | O
upset m] O O O O
strong O O O O O
guilty m| O | O O
scared O | O O |
hostile O O O O O
enthusiastic O O O (| |
proud | O O O O
irritable O O O O O
alert O O O O O
ashamed O (| O O O
inspired O O O O O
nervous O O O O O
determined O O O O O
attentive O O O O |
jittery | O O O O
active O O O O |
afraid a (| O O O

Fig. 4. PANAS questionnaire[21].
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6 USER EXPERIENCE EXAMPLES

Taking the previous discussed characteristic of User Experience
into account, two examples of interactive products distinguished
by well-implemented User Experience will be presented below.

6.1 TalkingThings

TalkingThings is a concept developed in context of the HTC con-
test “The Tomorrow Talks” in 2012 by Markus Teufel, Alexan-
der Heinrich, Markus Walker and Korbinian Lipp[18]. The main
idea behind TalkingThings is to support blind people in their
daily mobile life by establishing a network of near field com-
munication computer chips throughout a city. The near field
communication sensors spread information about their immedi-
ate environment (see figure 5). This could be for example the
name of a building, a restaurants daily menu or the way to the
next metro-station. A smartphone collects the data and presents
it to the user via acoustic signals.

Em -

Fig. 5. TalkingThings Near Field Communication Sensor[18].

The User Experience provided by the system is best explained
by investigating the systems ability to support the basic psycho-
logical needs (see 4.3).

— Autonomy: In terms of Autonomy people’s activities are
self-chosen and self-endorsed. Choices are also based on
true interests and values. People can do things their own
way. With the system being established throughout the
city, blind people can reduce the dependence on external
help to a minimum. That leads to a huge improvement in
fulfilling the need for autonomy.

— Competence:
The characteristic of Competence is, that people want to
be affective in their activities and able to successfully com-
plete difficult tasks. If we assume that the planned activ-
ity is to go somewhere by metro and the difficulty lies in
finding the right platform and direction, the system com-
pletely fulfills the need by providing exactly the required
functionality.

— Relatedness: Relatedness means, that people feel a sense
of closeness with some others and have contact with peo-
ple who care for them, and whom they care for. Because
TalkingThings offers phone-to-phone localization, people
have the ability to notice friends or related persons within
reach without need to perceive them visually.

— Self-Esteem: Self-Esteem means that people are quite sat-
isfied with themselves, that they perceive many positive
qualities and a strong sense of self-respect. Future goal of



the system is to completely dispose the difference between
seeing people and blind people. There will be no need
for other supporting items like blindmans sticks or guiding
dogs.

While Competence and Relatedness are directly connected to
concrete functionalities of the system, the fulfillment of Auton-
omy and Self-Esteem is the product of system’s overall character,
the sum of its functionality, design and nature.

6.2 Philips Wake-Up Light

The Philips Wake-Up Light is a crossing of an alarm clock and a
bedside lamp[14]. Half an hour before the set alarm, the lamp
starts to brighten gradually, simulating sunrise. It reaches its
maximum at the set wake-up time accompanied by a acoustic
layers like birds twittering or rainforest atmosphere[5] (see fig-
ure 6).

Basically it accomplishes the same task like an ordinary alarm
clock, namely waking people up. But it accomplishes the task in
a very subtle and unique way. By adopting the positive attitude
people have towards sunrises and birds twittering, the Philips
Wake-Up Light creates an experience that goes far beyond the
actual task.

Fig. 6. Philips Wake-Up Light.

7 CONCLUSION

Why do we prefer a special interactive product or service over
another, that is nearly identical in terms of functionality, usabil-
ity and design? To find an answer to this question it became clear
that we need to get a sense of the more abstract values of a inter-
active product or service. We need to integrate action, emotion,
feeling and aesthetic into a meaningful whole. User Experience
Design is the approach to translate abstract product requirements
into concrete design solutions. The reason why this task is so
difficult is that User Experience can have numerous faces. Not
only that the User Experience differs from device to device, even
a single interactive product or service can lead to - or call for -
multiple forms of User Experience depending on the actual con-
text of usage. Beside the context of usage, the paper provides a
look on further factors that affect Experience Design, like influ-
ences from the user or system itself, that need to be taken into
account while shaping or evaluating User Experience.

But why should the usage of a interactive service or product re-
sult in “Experience”? Why is it desirable for humans to face
Experience? The paper reveals, that this is strongly connected
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to the fulfillment of the basic psychological needs ”Autonomy”,
”Competence”, ”Relatedness” and ”Self-Esteem”.

Due to the subjective nature of User Experience, the evaluation
of desired product qualities is a quite challenging task. Today’s
methods for evaluating hedonic product requirements need
to be developed further to achieve a reliable foundation for
practical User Experience Design. Special attention should be
given to the development of approaches to objectively measure
User Experience implemented into products. Moreover we
need to find ways to better combine emotion, requirements
and experience with our product. The shaping of fundamental
design-principles could be one step towards that.
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Multi-touch Gestures for 3D Environment Systems

Clara Lueling

Abstract— Since multi-touch displays allow users to directly touch data they increase the feeling of real object manipulation [9].
Furthermore, as multi-touch interaction requires multiple contact points, a high number of parameters can be changed. Therefore
such systems have great potential for user interaction with virtual 3D scenes [15]. In the past, much research concentrated on multi-
touch object manipulation and some researchers explored multi-touch camera control. This paper addresses both object and camera
interaction via multi-touch input. We compare existing gestures for 3D translation and rotation based on some criterions which are
crucial for well designed multi-touch 3D interaction: the effort which is needed to perform a certain gesture, the gesture’s intuitivity and
the kind of input method which is used. Considering the discussed criterions, this paper addresses bimanual multi-touch gestures for
simultaneous object and camera control. That allows users to manipulate virtual objects while they control navigation to change their
view on the object. This might lead to an increased task performance.

Index Terms—Multi-touch, 3D environments, rotation and translation, camera control, object control, bimanual, parallel

+

1 INTRODUCTION

Applications which show virtual 3D scenes are widely used today.
Common kinds of software are for example CAD programs, games,
simulators, modeling and animation software. All of them require
objects to be translated and rotated. For 3D interaction, multi-touch
seems to have great potential [18]. That is for two reasons: for one
thing, in contrast to other input techniques like mouse or keyboard,
such tabletop systems provide physical direct input onto the surface
and thus increase the feeling of haptic feedback [9]. Since multi-touch
interaction allows users to manipulate more than two degrees of free-
dom at the same time (in contrast to a mouse), parallel parameter set-
ting can be performed. Of course that makes it necessary to think about
a user’s cognitive capacity to find out how many degrees of freedom
can be changed at the same time without overstraining the user.

This paper compares existing multi-touch gestures for 3D manipu-
lation and navigation with focus on a user’s view. Section 2 describes
gestures for object and navigation control which were developed in
the past. We further show previous work related to parallel biman-
ual object and camera interaction. In Section 3 we assess the existing
gestures and thereby discuss several criterions which were mentioned
in past research: the user’s effort which is needed to perform a certain
gesture, the gesture’s intuitivity, and which kind of input method, sepa-
rated or integrated, is used. Past research has shown that simultaneous
camera and object control leads to a more efficient performance than
sequential unimanual control [1]. Thus section 4 addresses bimanual
interaction to control both object and navigation at the same time. We
use the collection of existing gestures to develop such bimanual ges-
ture techniques, and then make two examples of how bimanual object
and camera interaction could look like.

2 RELATED WORK

While much research was done in the field of multi-touch gestures
for object control, only a few researchers addressed navigation control
techniques for multi-touch surfaces, and even less tried to parallelize
object and camera control. The following subsections describe previ-
ously developed multi-touch techniques for object and camera control
as well as bimanual techniques. The descriptions use the coordinate
system which is shown in figure 1. From the user’s perspective the
x-axis runs horizontal, the y-axis vertical. Both of them are parallel to
the surface. Running away from the viewer, the z-axis is orthogonal to
the screen-surface.

o Clara Lueling is studying Media Informatics at the University of Munich,
Germany, E-mail: lueling @ cip.ifi.Imu.de

o This research paper was written for the Media Informatics Advanced
Seminar ’Media Informatics’, 2012
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Fig. 1: Coordinate system of the virtual 3D-scene.

2.1 Techniques for 3D Object Control

There exists a rich history of developing multi-touch gestures for trans-
lating and rotating virtual objects in 3D environments. This subsec-
tion describes them. To facilitate comprehension, a table (see table 1)
shows all object gestures, sorted by function and number of fingers.

Translation of a selected object in x- and y-direction is obviously
a common task in 3D applications and should thus be supported by a
simple gesture. As x- and y-translations have altogether two degrees
of freedom (DOF), one touch point (which also provides two DOF)
suffices for this task. Thus manipulation can be done by a single-finger
gesture, where x- and y-movements of a user’s finger are mapped one
on one to the virtual object. This method seems very natural, and many
implementations use this gesture for 2D translation [9, 16].

Depth positioning of virtual objects is a more challenging task as it
contains three-dimensional information that cannot be directly given
by two-dimensional surface input. Existing research has proposed
two different gestures for this issue. Martinet et. al [15] use a sin-
gle point of contact as an independent input to enable z-translation.
While the first finger selects the virtual object, the second touch point
achieves translation in z-dimension according to the finger’s forward
and backward movements (see table 1, gesture b). The authors called
this method z-technique. Another gesture is suggested by Hancock et
al. [9], who made a big contribution to the exploration of 3D interac-
tion techniques. Their paper introduces a technique for 3D interaction
called Sticky Tools. It describes a two-finger gesture where a object’s
z-position can be changed by moving two fingers apart from each other
(see gesture ¢). The larger the distance between them gets, the more
the virtual object moves towards the perspective viewpoint.

In the case of rotation operations, past research offers a rich va-
riety of gestures for x- and y-rotation of 3D objects. Hancock et al.
[7] present a concept called shallow-depth 3D which suggests two ap-
proaches for rotating a 3D object, both of them require only a single
touch point (see table 1, gestures d and e). The first method allows x-
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Table 1: Existing techniques for object manipulation. I: Integrated, S: Separated

and y-rotations and thus maps two DOF input to two DOF output. X-
rotation is done via backward and forward movements, and sideward
movements lead to y-rotation. The other gesture allows rotating an
object simultaneously about any desired axis and thus maps two DOF
input onto even three DOF output. For this the sticky finger metaphor
is used: if a finger touches an object, the contact point from then on
follows the user’s finger. Moving that point causes the cube to rotate,
until the contact point is most closely to the surface.

Fig. 2: Rotation technique described by Hancock et al. [9]. Flips a
virtual object about the axis described by the first two touch points.

Most gestures for x- and y-rotation require three points of contact.
The gesture pictured in figure 2 and table 1, gesture f is part of the
Sticky Tools technique [9]. The first two contact points define the axis
on which the object is rotated. The third finger is used as indirect input
to specify the degree of rotation (see table 1, gesture f). A similar ges-
ture is described by Reisman et al. [19]. Two touch points define the
rotation axis, and the third touch point rotates the object depending on
its relative distance to the first fingers. But in contrast to the previously
shown technique, all three touch points are kept stuck under the users’
fingers when they move. The authors present further techniques for ro-
tating 3D objects. One of them, called swivel rotation (see gesture g)
expands the gesture described before. Two fingers pin down an object
while the third touch is not limited to movements which are perpen-

dicular to the defined axis. This implementation thus allows rotations
about further axes at the same time.

The last three-finger gesture for rotation is called shear rotate (see
figure 3 and table 1, figure h), and was described by Reisman et al.
as follows: ”(...) we learned to place two fingers from the dominant
hand on the object and one from the other in a triangular configuration.
We then rotated the dominant hand so that the three points became
nearly collinear. As this happened the object rotated such that all three
contacts were on a plane oriented 90 degrees away from the camera”
[19].

Fig. 3: Rotation technique described by Reisman et al. [19]: three
fingers form a collinear configuration.

The last method described by Reisman et al. is a four-finger in-
teraction. Users initially have to place their fingers in a way that fits
the object’s foreshortening of the current perspective (see table 1, ges-
ture i). By changing the fingers’ positions, the object then takes a new
orientation according to the given new foreshortening.

In past research two different ways of how to enable z-rotation are
described. The shallow-depth 3D concept [7] uses the RNT-method
[14] which was developed for interaction with virtual two-dimensional
scenes (see gesture k). This method allows planar rotations with one
finger - simultaneously to 2D translations. For this the metaphor of
moving an object through a current is used: the position of the contact-
point decides if an object is rotated or only translated: for example, if
the user grabs a cube’s left side and moves it against the current, the
current acts in opposition and puts pressure on the object’s right side
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causing the cube to rotate clockwise. A two-finger method (see gesture
m) is described by the Sticky Tools concept [9]. Users of 3D environ-
ment systems can rotate virtual objects about the z-axis by rotating
two fingers relative to one another.

2.2 Techniques for 3D Camera Control

3D applications which visualize 3D objects must provide camera con-
trol so that users can view once occluded parts or objects. Thus nav-
igation is a common interaction task in virtual environments and is
required in nearly all interactive 3D applications [20, 2]. Despite this
fact, little research has focused on multi-touch gestures for control of
virtual 3D cameras. Many existing works address 2D input from a
mouse or stylus, e.g. [6, 13, 25] or further devices [21]. In this section
we show the few existing multi-touch gestures for navigation tasks.

For his modeling tool called Artist3D, Jung [11] developed gestures
for camera control that are similar to that of object control. To move
the camera parallel to the image plane, his system provides a one-
finger touch on the scene’s background. For supporting zoom, what
means that the camera is translated along the z-axis, the distance be-
tween two fingers is used as input (as in table 1, gesture c). Artist3D
provides two techniques for camera rotation about the x- and the y-
axis. A one-touch directly above an object rotates the camera about the
object’s center. The second way is a three-point touch gesture equally
to the object rotation technique described in table 1, gesture f: the first
two placed fingers define an axis and the third finger changes the rota-
tion angle about this axis. Gestures for camera rotations parallel to the
image plane has been rarely explored in the past. Artist3D is the only
technique which includes this operation. As with virtual objects, the
camera can be rotated about the z-axis by rotating two fingers about
their common center.

A further gesture set for multi-touch camera control is described by
Edelmann et al. [4] who present navigation multi-touch gestures for
The DabR, a system which allows visualizing of and interacting with
video surveillance systems. Instead of rotating a camera through a
one-touch on the object, they suggest the scene’s background as input
space for this interaction. As this leads to a conflict with the common
x- and y-translation gesture, this operation is implemented via a two-
finger gesture.

A very different technique for view translation and rotation is shown
by Walther-Franks et al. [23]. In their paper which focuses on 3D
modeling and animation software camera control is implemented via
two-, three and four-finger gestures. If the system recognizes that two
fingers are moved together on the surface, the camera is translated
accordingly to the fingers’ position. Three fingers cause the camera to
rotate about the object’s x- or y-axis, dependent on if the fingers are
moved sideward or for- and backward. Moving four fingers for- and
backward leads to a camera translation in z-dimension.

2.3 Bimanual Object and Camera Control

Guiard [5] made a big contribution to the theoretical exploration of bi-
manual interaction. He developed the Kinematic Chain model, which
regards the two hands as abstract motors which form a cooperative
kinematic chain. That means, in the case of right-handers, “motion
produced by the right hand tends to articulate with motion produced
by the left” [5]. Many researchers who dealt with bimanual interaction
used this model as a basis for their works [3, 10, 12].

Balakrishnan et al. [1] explored parallel bimanual camera and ob-
ject control using two mice as input devices. They suggested sup-
porting asymmetric bimanual interaction for controlling the camera
with the non-dominant hand and object manipulation with the domi-
nant hand. In their study they could show that in a 3D selection task
bimanual interaction was 20% faster than sequential unimanual con-
trol and that it enhances user perception of the virtual 3D scene.

In the context of multi-touch techniques the work of Walther-Franks
et al. [23] is the only one that investigates bimanual object manipula-
tion and navigation. They developed a 3D modeling and animation
system that implements one-handed gestures for camera, object and
time control. They further show possibilities of how to combine these
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unimanual gestures. A study affirmed that even inexperienced users
benefit from the parallel control of their system.

3 COMPARISON OF EXISTING GESTURES FOR OBJECT AND
CAMERA CONTROL

This section assesses the previously described gestures and thereby
discusses several criterions which are crucial for well designed multi-
touch gestures for 3D interaction. In this work, technical aspects are
ignored to focus on the users’ view. When analyzing papers which
deal with multi-touch gestures it turns out that mainly the following
three aspects are discussed: user effort, intuitivity and the kind of input
method which is used.

3.1 User Effort

Designers who search for multi-touch gestures have to consider er-
gonomic aspects to make their technique more comfortable. Interac-
tion techniques must be physically unstressing and easy to perform.
Nielsen et al. [17] factor ergonomic considerations into their work but
with focus on gestures above the surface. There is no study which
takes a closer look on ergonomic aspects referring to our purpose.
Thus we can only make assumptions which gestures can be performed
easily and which are more physically stressing.

A decisive aspect that influences a gesture’s ergonomic is the num-
ber of contact points which are required. The usage of fewer fingers
requires less user effort [23]. Thus the rotation method painted in ta-
ble 1 gesture i which requires four contact points is probably rather
uncomfortable compared to the one-finger rotation illustrated in ges-
ture d. Furthermore, this gesture requires the usage of two hands, what
also increases the physical effort for a user.

The effort of a gesture is not only dependent on the required fingers
and hands, but involves other aspects. If operations cannot be per-
formed fluidly in one movement, the user effort probably increases.
Many of the existing gestures require retouches to perform a specific
manipulation. One example for such a gesture is the sticky-one-finger
gesture painted in figure e. Rotating an initially occluded side of a
cube to the surface may require touching and dragging the cube more
than once. The gesture illustrated in c raises the same problem, if it
is performed with one hand. We assume that removing and replacing
contact points to complete a desired operation leads to more user effort
and influences task performance. This shows that the sticky principle,
which will be discussed in the next subsection in more detail, has a
disadvantage. The gesture painted in d by contrast allows the user to
rotate an object around a full 180 degrees in one flow. And the z-
technique painted in b helps the user to translate virtual objects to any
desired depth with a single motion, limited by the surfaces borders. In
the case of small surfaces of course it is difficult to avoid a higher level
of user effort.

One can imagine that from a certain angle on rotary movements
are possibly more cumbersome than forward- and backward- or left-
to right-movements. This concerns the gesture for z-rotations painted
inm.

3.2

Many works in the field of multi-touch techniques characterize their
gestures as “intuitive”, but do not define this property in detail [4, 18].
What does “intuitive” mean in this context? An intuitive gesture feels
natural and can be used like a typical user would expect. This prop-
erty results in the fact that the gesture can be performed without much
thinking, and that minimizes cognitive load for the user. An intuitive
gesture furthermore requires less guidance as users can mainly find it
out themselves by trying. Less intuitive gestures, on the opposite, have
to be firstly explained to the users.

The question now is: what makes gestures natural? The key is to de-
sign gestures that follow a real-world metaphor such as stickiness or
friction. If a user already has an available mental model that matches
the interaction, the gesture can be better memorized and remembered
[9].

This subsection discusses about which of the previously described
gestures are intuitive, and which are probably difficult to memorize for

Intuitivity



users. For that, we mainly search for the physic concepts they utilize.
As already mentioned, the gesture for planar translations (see table
1, gesture a) seems to be very natural und thus is commonly used.
Thinking about the reason why it feels so natural leads us to the first
kinematic approach: stickiness, or directness, like Edelmann et al. [4]
called it. It means that the touch-points on a virtual objects remain
under one’s fingers, like if the fingers were stuck on the object. As the
ability of direct interaction is one of the appealing characteristics of
multi-touch systems [8], designers should maintain this character by
defining direct gestures.

Several gestures follow the principle of sticky fingers, for example
Reisman et al.’s gesture for rotation painted in f. A study by Martinet
et al. [16] who tested several combinations of gestures confirmed that
this gesture is intuitive. The researchers concluded from qualitative
feedback of eight users that this rotation gesture is easy to perform
and feels natural. The shallow-depth 3D concept [7] uses the sticky
finger concept for their whole one-finger gesture set. One can easily
imagine that these transformations could be done in a similar way in
real world. Besides sticky fingers, their gestures use the metaphor of
moving an object through a current or against friction, as discussed
in section 2.1.

If we assume that techniques which use natural metaphors are more
intuitive, the above described z-fechnique (see table 1, gesture b) is
quite difficult to learn. This gesture uses no sticky fingers or any other
mental model, but maps the user’s finger indirect to an object’s z-
position. Martinet et al.’s [15] user study can help to find out how
natural the z-technique feels for users. This study concentrates on
comparison of this technique with a display technique called Multi-
touch viewport (which is not discussed in this paper). The qualita-
tive feedback from participants gives us decisive information on our
issue. Eight participants had to conduct a three dimensional position-
ing tasks. They claimed that they had difficulties to apprehend the
z-technique, but when they get used to it, it was very efficient. Two
participants often times got confused of which movement direction is
mapped to which depth positioning. Thus the authors of the paper sug-
gest to let users modify this parameter through an own setting option
[15]. A similar case is the one-finger gesture pictured in d. X- and
y-rotations can be done by one-touch movements directly on a virtual
object, what supports the familiar sticky finger action from the phys-
ical world. But as this technique also allows indirect control besides
the object, there is again the risk of unintuitive interaction. The same
problem is probably with gesture f like it is described by the Sticky
Tools project [9], where the third touch point that defines the degree of
rotation can be moved indirectly besides the selected object. Further-
more, in real world nobody usually has to define an axis to rotate an
object. Thus we assume that this gesture is less intuitive than gestures
which consequently use physic concepts. One participant of Martinet
et al.’s study from 2010 [16] confirmed that and called this technique
“efficient but not intuitive”. Of course, that is not enough empirical
data to prove this assumption.

In the case of camera manipulation interaction researchers also in-
troduced the sticky metaphor to assist users. The interaction set which
was developed for the The DabR system [4] strictly followed the con-
cept in their implementation and thereby achieved good user feedback
during their studies. According to the authors, participants were able
to use the gestures intuitively already after a short term of training.

At first sight, the modeling tool Artist3D [11] seems to follow the
sticky principle, too. But taking a closer look at his gestures, one can
see that the mental model is not consistently used. In the case of the
three-finger gesture for object rotation, the user’s finger can leave the
object’s displayed area and thus loses the connection to the object.
Thus Artist3D provides less directness what probably results in a less
intuitive user interaction.

Walther-Franks et al.’s [23] mapping of one-, two- and three-finger
gestures onto translation and rotation is not based on any physical
model. Consequently users may have less the feeling of direct interac-
tion, and we assume that gestures are thus less intuitive. Gestures are
not self-explanatory, thus users have to be firstly wised up about the
gestures before interacting with such an implementation. On the other

side, their gesture set shows a logical and consistent structure be-
cause all gestures only differ in their number of contact points. Every
gesture provides the same input space (the scene’s background), and
all involved fingers of a gesture are always moved together to the same
direction. Probably this characteristics lead to a better learnability as
users can memorize the gestures easy and cognitive effort is reduced.
A study which was conducted by Walther-Franks et al. showed that
participants understood the camera interaction well and used them eas-
ily [23]. This shows that gestures which follow no physical concept
can still be memorable for users by using logical mappings. Hancock
et al. confirmed with their study from 2009 that consistent and logical
mappings are an “’essential component of a good design” [8].

3.3

Previous research has been interested in the comparison of two differ-
ent types of input methods: separable and integrate control structure.
Separation of DOF allows users to do one operation (with one DOF)
at a time, while other parameters are fixed. Integration means that two
parameters are coupled in one input gesture so that users can simulta-
neously perform both, for example rotating an object while translating
it. We will now take a look at some of the previously shown gesture
sets and identify which of them provide integrated control and which
separate control of different operations. As table 1 does not differ-
entiate between x- and y-rotations, gestures are marked by a ”S” if
they separate both operations, and gestures which integrate x- with y-
rotations are marked with an ’I”. But of course, this section does not
only discuss separation and integration of different rotate operations,
but also includes separation and integration of translate with rotate op-
erations, for example. We show the consequences of each method for
the usage of these gestures. For gesture designers, this subsection can
serve as a baseline that helps to decide which of the methods is more
suitable for their application.

Above, the shallow-depth 3D single-touch gesture [7] for translat-
ing and rotating objects was described. This method allows users to do
integrated translation with rotation operations, using the metaphor of
a current which acts against an object’s movements. Using the sticky
finger metaphor, it also provides performing rotations about different
axes through one input point. Obviously, this integration of operations
can be an advantage as users can better parallelize tasks what leads to
a better performance. Wang et al. [24] furthermore suspect that par-
allelization of rotation and translation feels more natural, as these op-
erations are inseparable actions in the physical world. Thus integrated
input methods are probably more intuitive for users. Many existing
rotation gestures integrate x-and y-rotations, for example gestures g, h
and i

The disadvantage, however, is that integrated gesture techniques
make it difficult to conduct discrete operations on objects. What if
a user only wants to translate an object without rotating it? Or if a
user wants to rotate an object in z, without rotating it simultaneously
about a further axis? To solve this problem, Hancock et al. intro-
duce special areas within the virtual object. A circular area which
is displayed at the object’s center is reserved for translations and a
doughnut-shaped region around that circle is reserved for planar rota-
tions. This approach has also disadvantages. It leads to screen clut-
ter and thus probably confuses users. Kruger et al. [14] conducted
a user study which compared the RNT method with separable input
techniques. Their study revealed that users found it more difficult to
perform accurate operations if they used the integrated RNT method.
Martinet et al. [16] revealed that this fact also applies to multi-touch
3D operations which use integrated input methods. Thus applications
which need fine-grained control for precise interaction should imple-
ment more separated input methods. One example for a distinct rota-
tion technique is shown in figure f, where the first two contact points
define the axis on which the object should be rotated. In contrast to
the previously discussed gesture, users can achieve exact desired ro-
tations about one defined axis at a time, while other parameters are
kept fixed. This increases task precision. A study which evaluated the
shallow-depth 3D concept [7] affirmed that users prefer the opportu-
nity to independently control more degrees of freedom.

Integrated vs. Separated
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But on the other hand, for achieving one rotation task across mul-
tiple axes, users may need to perform rotation operations sequentially
about different axes, which requires reselecting new axes [9]. Veit et
al. [22] concerned with the question if devices that allow only sep-
arated rotations are less efficient. To answer that question they con-
ducted a study in which participants had to rotate 3D objects using
both interaction techniques separation and integration of tasks. Based
on the results of this study the authors conclude that users are not able
to integrate the manipulation of all the DOF during one task. Thus
they state that integrated manipulation of all the DOF does not neces-
sarily lead to the best performances. A study by Martinet et al. [16]
confirmed that as they showed that integration of both translation and
rotation reduces performance, coordination and user satisfaction.

Furthermore it is important to say that separated input techniques
and parallelization are not mutually exclusive. The z-technique dis-
connects z-translation from planar translations as it is handled via an
additional finger. Despite this separation, users can perform transla-
tions in all dimensions simultaneously, by using two fingers.

At the end of this section, we cannot give a general advise of which
input method is more beneficial. Researchers have to think about
which input methods are convenient for which operations depending
on their system. But if it is possible it could be beneficial to implement
gestures that allow separated as well as simultaneous control.

4 DESIGNING BIMANUAL TECHNIQUES FOR PARALLEL OB-
JECT AND CAMERA CONTROL

As explained in section 2.3, previous research has affirmed the benefit
of parallel bimanual camera and object control for 3D interaction via
mouse. Walther-Franks et al.’s work [23] indicated that direct-touch
3D systems can also benefit from parallel bimanual control, but re-
stricted their object control to only translation. In this section we show
how multi-touch gestures for object and camera control can be com-
bined for bimanual control, including translation and rotation for both.
Based on our considerations we develop two examples of such biman-
ual gesture sets and assess them based on the criterions discussed be-
fore.
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We created table 1 to show existing object interaction techniques. To
gain new possible gestures, one can compare object control with cam-
era control gestures. For example, we can adapt the z-fechnique which
was introduced for object rotation for camera zoom. We searched for
such adoptions to gain a richer amount of gestures. Furthermore, it
has to be considered that most of the gestures can also be performed
by more fingers than painted above. For example, instead of using one
finger, one can map the object rotation also onto two fingers. Includ-
ing such gestures, there are many more possibilities of gesture sets for
object or camera interaction. Here is a example for a new object ges-
ture set: x- and y-translation is done by one finger movements on the
object. Depth translation requires an independent single touch point
besides the virtual object (similar to the z-technique). For object rota-
tion, we suggest to use two fingers to distinguish it from translations.
Rotations about the x- and y-axis are done by two-touch movements
on the object, planar rotation is done besides an object, similar to z-
translation. This mapping seems very logical and consistent. Trans-
lation (which is the most basic function) is done by one touch point,
and rotation is done by two-touch gestures. On the other hand, this
technique is of course less intuitive as it does not strictly follow a nat-
ural model. Nevertheless, researchers who search for an appropriate
gesture set should consider as much mappings as possible to find the
best compromise.

Derivative of new Gestures and Gesture Sets

4.2 Parallel Control: Conflict Avoidance

Our goal is to enable users to control simultaneously object and cam-
era, without changing the interaction mode. One important question is
how to map the functions onto gestures without any conflicts. As we
want to allow translation and rotation operations for both object and
camera, we need 12 gestures that require to control altogether 12 DOF.
How can the system differ between object and camera manipulation?
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We can try to create a mapping that contains no overlaps, that means
that each camera and each object operation has its own unique dis-
tinct gesture. For example, one can use a different number of contact
points for each gesture. Both Jung [11] and Walther-Franks use this
approach for their multi-touch systems. In Jung’s system Artist3D, for
example, a user controls the camera via two or three finger. If four
fingers are recognized by the system, object deformation is activated.
This method is less suitable for our purpose as we want to cover alto-
gether 12 operations. The problem is that many object gestures overlap
with camera gestures. This makes it difficult to create a consistent and
logical gesture set that contains distinct gestures for each operation.

Nielson et al. [17], who present approaches to develop and test ges-
ture interfaces, mention another way to avoid conflicts between object
and camera interaction. By introducing spatial zones (which can be
optionally visualized on the display or not) the surface is divided into
dedicated zones which have their own contexts that define the func-
tions of the gestures. For our purpose, it would make sense to differ
between interactions above an object (leads to object manipulations)
and interactions above the scene’s background (leads to camera con-
trol). The disadvantage of this approach is that small objects can be
occluded by a user’s finger. A solution would be to extend the selected
object’s interaction area, for example by displaying a sphere around
the object. Another way would be to divide the surface into two areas,
for example into the object’s leftward and rightward side. The right
sight is for right-hand gestures that control the object, the left is for
left-hand camera interaction.

4.3 Examples for Bimanual Object and Camera Control

In this subsection we propose two gesture sets for bimanual object
and camera control. These gesture sets provide asymmetrical inter-
action where one hand manipulates the selected objects and the other
hand independently operates navigation. As Balakrishnan et al. [1]
suggested for bimanual techniques via mouse, the non-dominant hand
can be used to control the camera while the dominant hand performs
object gestures.

Table 1 offers a variety of gestures for rotation and translation tasks.
For parallel bimanual object and camera control only unimanual ges-
tures can be implemented. Therefore, object gestures f, g, h and i,
which are thought to be performed with two hands, are excluded be-
cause performing them with one hand seems to be rather cumbersome
und physically stressing.

The following suggestions are intended to serve as inspiration and
input to reflection for researchers who consider to design bimanual
object and camera techniques.

4.3.1 Example 1: A Sticky Two-Finger Object and Camera
Control

The first gesture set is shown in table 2. Object translations in x and
y are done by one finger movements above a selected object. For z-
translations, we use the most common gesture, where two fingers are
moved apart from each other. This can be done with one hand. For ob-
ject rotation, we cannot reuse the one-finger gesture as this is already
used for translations. Thus we propose to map two finger movements
onto object rotation. If two fingers are moved together into the same
direction, the system accordingly rotates the object about the x- or y-
axis in a way that the touched object strictly stays under the fingertips.
That requires x-rotation to be integrated with y-rotations. Planar rota-
tions can be done by rotating two fingers about their common angle,
as many past research suggested.

To maintain consistency with object interaction, we suggest the
same gestures for camera control. These interactions are done on the
scene’s background so that the system knows which operation is de-
sired. This technique for camera control is similar to The DabR gesture
set [4]. Their work concentrates on 3D scenes that show realistic set-
tings without any empty pieces of background. If there is no virtual
object below the touched surface but empty space, we suggest using
the selected object’s depth value for the center of rotation. This makes
it easier for a user to rotate about a selected object.



Gesture Set 1
Object

Camera

BB
R
g

Table 2: Gesture Set 1

Figure 4 and 5 illustrate some of the Sticky Two-Finger operations
in a virtual 3D scene. Figure 4 shows a simultaneos object and camera
translation. In figure 5 a user rotates the virtual object while zooming
out.

This technique provides full control of all 12 DOF, requiring at most
two fingers on each hand. We assume that the gestures are quite easy to
perform and not cumbersome as nearly all two-finger gestures require
moving them into the same direction. The most physically stressing
gesture is probably the z-translation as it requires moving two fingers
apart from each other.

Fig. 4: User simultaneuosly performs translation gestures for both
object and camera translation.

Our technique maintains consistency between object and camera
control as it uses the same gestures for both. That fact could probably
lead to a better learnability and less cognitive load for users. But of
course, this assumption has to be proved by a study. Researchers have
to find out if users see object and camera rotation as similar operations.

We argue that the first gesture set is rather intuitive as it follows
the principle of stickiness as far as possible. Camera interaction in
case of an empty background space cannot use this concept. But in-
terfaces can be implemented so that the feeling of virtual stickiness
is still maintained: if one imagines a sphere around the selected ob-
ject, which contacts the virtual camera, and a user’s contact points are
stuck on the sphere’s outer shell. With this solution we achieve best
stickiness possible for our gesture set. The only gesture that probably
leads to less intuitivity is the two-finger x- and y-rotation, because this

Fig. 5: User flips the virtual vase over while zooming out.

gesture must be explicitly explained to users.

Our gesture set integrates x- with y-translation which means that a
virtual object can be translated simultaneously in x- and y-direction by
performing one gesture. The same method is used in the case of rota-
tion about the x- and y-axis. All other operations are decoupled from
each other. This characteristic allows users to perform these opera-
tions while other parameters are kept fixed. But of course, this gesture
set can be implemented with more or less integrated methods. X- and
y-rotations can be separated by using the gesture painted in d. To use
more integrated methods, one can couple z-translations with x- and y-
translations, for example. As already explained that can have effects
on the intuitiveness as well as the precision of the interaction set. One
disadvantage of our gesture set is that nearly all operations may some-
times require retouches. This is also caused by the usage of stickiness
and can only be avoided by implementing less intuitive gestures.

As already said before our suggested gesture sets are only exam-
ples for bimanual control. There are many more possibilities of how
to parallelize object and camera control. Depending on the applica-
tion, researchers have to decide which criterions are most important,
and chose appropriate gesture techniques. In the best case a mapping
is intuitive, consistent, logical, fluidly and easy to perform and thus
enjoying for a user.

4.3.2 Example 2: Sticky Fingers with Four-Fingers Camera
Control

As described in example 1, an implementation of sticky fingers is dif-
ficult in the case of camera control if the scene’s background is empty.
Thus it makes sense to abandon consistency between camera and ob-
ject control and replace the camera interaction technique. In this ex-
ample we use the camera gesture set of Walther-Franks et al. [23] and
adapt it for 6 DOF control (see table 3 and figure 6).

Gesture Set 2
Object

Camera
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Table 3: Gesture Set 2
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We believe that logical structure can be easily memorized by users.
A study by Walther-Franks et al. [23] proved that this gesture set is
suitable for bimanual navigation and object translation at the same
time. Of course, it has to be investigated if users are capable for paral-
lel camera navigation with more complex object manipulation such as
rotations.

Fig. 6: User rotates the camera around the vase and simultaneously
translates the vase.

Dependent on the frequency of use of each camera operation, the
gestures can be mapped individually. For example, one finger is for
camera translation, two fingers for x- and y-rotation, three fingers con-
trol z-translation and z-rotation is done via four fingers.

Despite camera gestures use up to four fingers we assume that they
are not much more uncomfortable than camera gestures from example
1. As already explained, the reason is that all fingers of each gesture
are moved together into the same direction, what can be performed
quite easy by users. Usage is further facilitated by the fact that gestures
can be performed more fluidly. The four-finger motion for example
requires no retouch except the touch points reach the surface’s borders.

5 CONCLUSION

This paper compared existing gestures for translation and rotation of
3D objects based on several criterions which are crucial for a well-
designed multi-touch 3D interaction. We discussed which characteris-
tics of a gesture might increase a user’s effort. This mainly concerns
ergonomic aspects. A further important criterion that influences a ges-
ture’s ease of use is intuitivity. But we found logical and consistent
mappings as good alternative for achieving a gesture set that is user
friendly. Another decisive aspect for the design of a gesture set is the
question of which input methods, separation or integration, are used.
The input methods strongly affect fluidity, accuracy and task perfor-
mance of a technique.

The fact that every gesture has its advantages and disadvantages
shows that there is no optimal mapping between multi-touch gestures
and the operations. Designers who search for appropriate gesture sets
need to choose methods that fit their individual preferences. This work
might help to identify such appropriate techniques.

Considering the discussed criterions, this paper addressed bimanual
multi-touch gestures for simultaneous object and camera control. Un-
til recently nobody concerned with this issue. In 2011 Walther-Franks
et al.’s work [23] proved that multi-touch 3D systems can benefit from
parallel bimanual camera control and object translation. This work
shows that it is possible to allow bimanual navigation with even more
complex object manipulation than only translation. We described
multi-touch methods that provide simultaneous 3D translation and ro-
tation for both object and camera. That might enable users to manipu-
late virtual objects while they control navigation to change their view
on the object, what probably leads to an increased task performance.
Future work should investigate if users benefit from bimanual simul-
taneous object and camera control and if also inexperienced users can
successfully work with such a system. A user study that compares
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usual sequential interaction methods with bimanual parallel control
might answer this question. One possibility is to let participants ac-
complish a 3D task which requires translation and rotation operations.
This task has to be done two times by using different interaction meth-
ods. By observing the users and measuring the time to complete, task
performance can be detected. Besides, a interview could give infor-
mation about if users enjoy the interaction method and if the bimanual
parallel method leads to mental overload.

If it were to be confirmed that users benefit from simultaneous con-
trol there are many possibilities of how to combine object and camera
gestures, as this paper has shown.
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User behavior and system security

Benjamin Maldoner

Abstract— Authentication is an integral part of computer system security. Challenge and response schemes are the most commonly
used methods. However most notably the most used technique among them - the alphanumeric passwords - is known to suffer from
serious issues for many years. These concerns mainly affect their usability. Since users have to cope with larger amounts and more
complex passwords they often have problems managing them which can lead to the creation of easier passwords and thus reduced
security. To cope with that increasing issue there are guidelines for password-composition, studies on the effects of password policies
and several tools like Single-Sign-Ons and password-oracles that are supposed to help the user with choosing and remembering their
authentication keys. There are several promising alternatives to textual passwords foremost graphical authentication schemes. Even
though these systems tend to be more memorable than alphanumeric ones they still have their own problems. To better understand
the real-life use of passwords two studies with large amounts of genuine data are presented. The conclusion will make assumptions
on how challenge and response authentication systems will continue to evolve.

Index Terms—security, user behavior, usability, challenge and response authentication, alphanumeric passwords, graphical pass-
words, password-use in the wild
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INTRODUCTION

The importance of system security and usability has even grown big-
ger over the last few years looking at trends like mobile devices and
the growing amount of time, work and personal information that is
connected to the use of computers. Already in 1988 respectively 1991
the International Standardization Organization (ISO) and the Interna-
tional Telecommunication Union (ITU) have proposed security mod-
els that resulted in the OSI Security Architecture. It describes generic
elements of a security architecture for communication between differ-
ent entities in a computer network. They name five very important
security services [12]:

e authentication

e access Controll

data Confidentiality

data integrity
e non-repudiation

Users are mostly involved in and take influence on the authentication
process so that this will be the focus of this paper. To authenticate
means "fo prove or show (something) to be true, genuine, or valid”
and in the context of computing "have ones identity verified” [8]. In
general there are three types of authentication methods that are cur-
rently used in computer security [19]:

e challenge and response (something the user knows)
e token based (something the user has)
e biometrics (something the user is or does)

While token based schemes reduce some problems of challenge and
response methods, they still have high usability issues. Existing sys-
tems have to be altered which can be coastly and the aggrieved party
has to carry around a device which is unhandy and causes big prob-
lems when it gets lost [19].

Biometric-based authentication has several advantages compared to
the other two methods among which the fact that users can hardly

o Benjamin Maldoner is studying Media Informatics at the University of
Munich, Germany, E-mail: b.maldoner@campus.lmu.de
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lose their biometrics is the most important one. However this benefit
is at the same time it’s greatest liability. Once biometrics have been
compromised it’s compromised forever which leads to big problems
regarding privacy and revocation [20] not to mention the costs.

In the last 10 to 15 years the dominant means of authentication have
been alphanumeric passwords [11] e.g. a challenge and response
method. Even though there are significant problems related to us-
ability and theft and a big amount of other challenge and response
techniques available, this scheme is still by far the most common one.
That’s the reason why this paper will concentrate on the challenge and
response approach. It will present a compact overview of the most
important and most recent studies that examine the user’s security be-
havior, the different problems with alphanumeric passwords and how
these issues are intended to be eliminated or reduced. Further more
the increasingly used concept of visual passwords will be presented as
well as a current selection of further challenge and response methods.
Finally the paper shows insights of some studies that analyzed how
people really use passwords in the wild.

2 USERS, SYSTEM SECURITY AND ALPHANUMERIC PASS-
WORDS

Little advances have been made in the field of authentication within the
last 15 years so that alphanumeric passwords are still in use nowadays.
Some reasons for that are that they are universally deployable, easy to
handle for administrators, most systems are laid out for them and peo-
ple are used to them. Nevertheless they suffer from serious problems.
This section will explain why they are often not secure nor memorable
nor usable [15]. One of the first papers that discusses the discrepancy
between system security and usability is ”Users are not the enemy”
[3]. It points out that existing security system are often less effective
than assumed because human factors are not sufficiently taken into ac-
count. Since security designers often pay less attention to the human
link than hackers, social engineering techniques are frequently used to
obtain passwords.
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The big problem with passwords is memorability, e.g. what, how many
and how long people can remember alphanumeric or graphical pass-
words. This is a relatively specific question and cannot be answered
in general. The most important facts that have to be considered when
working with passwords are [23]:

Memorability

e limited working memory

e memory decays over time - people may not or at least not com-
pletely correctly recall an item



e familiar items can be recognized more easily
e memorability increases when items are recalled more frequently
e people cannot forget on demand

e items that are meaningful (such as words) are easier to recall than
non-meaningful ones (random sequences of letters)

e distinct items can be associated with each other to facilitate recall
- however, similar items compete against each other on recall.

Sasse et al. [23] conducted a study among 144 company employees
that emphasizes the problem of forgetting passwords especially when
not used frequently (less than once a month) as shown in figure 1. A lot
of user behavior results from this issue and the security of passwords
can mostly also be associated to memorability.

60— [ forgetiing

40—

30 |—

20 |—

10 —

Nl | ﬂ_‘ | E_l |

light use medium use heavy use

Figure 1. Frequency and cause of problems with passwords [23]

2.2 Security

Passwords should be chosen in a way that they are as little vulnerable
to brute force and dictionary attacks etc as possible. Therefore a large
password space is considered important. However most users only
choose from a limited amount of characters so that the greatest pos-
sible distribution is effectively rarely used. Other problems are skim-
ming attacks, shoulder surfing [15] or social engineering [2]. Most
advices on password selection concentrate on resistance to brute-force
search, like for example: ”A good password should consist of mixed
characters or special characters, and should not consist of words
found in the dictionary. It should not be written down in an easily ac-
cessible place and especially not next to login.” or ” Passwords must be
at least eight characters long and must contain at least two non-letter
characters. They must also be changed at least once a month” [32].In
general a password should be reasonably long, use a reasonably large
character set and especially still be easy to remember [32]. What fre-
quently isn’t considered is the memorability, because recalling strong
passwords mostly means remembering non-meaningful items which is
a very hard task for the human brain. This contradiction needs to be
dealt with since forgotten or lost passwords can cause serious trouble
and/or financial expenses.

2.3 User behavior

This subsection shows the common user’s attitude and knowledge
when it comes to computer security and how this affects security poli-
cies. Adams et al. [3] conclude from their studies that users have a lack
of security awareness and security departments have a lack of knowl-
edge about users producing security mechanisms that are not usable.
This results in a lower user motivation concerning secure work prac-
tices which again makes the security department punish their users
with stricter mechanisms and thus more effort. This leads to over-
strained users that try to circumvent the security policies by writing

Character number Entropy
1 4 Bits
2-8 2 Bits
9-20 1.5 Bits
21 and above 1 Bit
bonus Entropy
uppercase letters and non-alphabetic characters are used 6 Bits
length 1-19 and not contained in a large dictionary 6 Bits

Table 1. Estimated entropy of different parts of a passwords estimated
by NIST [31].

down their passwords or chosing them according to their own pre-
dictable password generation system. Sasse et al. [23] state similar
problems and stress that apart from that, users often have their own
mindset regarding security issues. There are for instance identity is-
sues (people don’t want to be seen as a nerd), social issues (sharing
passwords with people you trust) or the belief that nobody would tar-
get them (because they think their information is not relevant enough
for hackers) .

Derived from these problems a few key-requirements for usability with
passwords can be summarized [23] [3]:

e reduce the amount of passwords: Single sign-ons, a single user-
id and consistent password rules can help here

e reduce forced changes and sanctioning of use of the same pass-
word so that people don’t move on to writing codes down

e motivate and educate the users (show them how to create secure
and memorable passwords)

e use techniques for designing and managing a certain number of
strong passwords

e improve the users’ perceptions of security so that are aware of its
importance

3 IMPROVEMENT OF SECURITY ISSUES AND ALPHANUMERIC
PASSWORDS

Now that the problems of system security and challenge and response
methods have been clarified in section 2, current trends and improve-
ments will be presented.

3.1 NIST guidelines

The National Institute of Standards and Technology estimate the en-
tropy of human-generated passwords that should help administrators
and users to come up with secure passwords. The term entropy was
introduced by Shannon [25] in connection with information theory
and quantifies the expected value of the information contained in a
message, usually in bits. NIST used it to describe the uncertainty in
the value of a password [31]. If a password of length I characters is
chosen at random from an alphabet of b characters (for example the
94 printable ISO characters on a typical keyboard) then the entropy H
of the password is given by:

H = log(b')

The main findings of NIST’s Electronic Authentication Guide-
line are shown in table 1. However later research on real world
data came up with different results in several points which will be
discussed later on.

3.2 Influence of password-composition policies on pass-

word strength

Komanduri et al. [14] have recently examined how five different
password-composition policies influence the password strength, user
behavior and user sentiments. 5,000 participants were asked to create
a password, complete an online survey, enter the password and then
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login again after two days with this password and complete another
survey. The password conditions to which the participants were ran-
domly assigned were the following:

e basic8: At least 8 characters with simple survey scenario

o basic8survey: Same as basic8 but with the scenario of password
change because of corrupted email-account

e basicl6: At least 16 characters

e dictionary8: At least 8 characters and may not contain a dictio-
nary word

e comprehensive8: At least 8 characters including an uppercase
and lowercase letter, a symbol, and a digit

The quality of the resulting password was measured calculating its en-
tropy according to Shannon [26]. They calculate individually the en-
tropy by number and placement of each class of character (lowercase,
uppercase, numbers, symbols), by the content of each character and
by password length. The sum of these values is considered the entropy
of a password distribution. In contrast to NIST who predict passwords
of approximately the same entropy from basic16 and comprehensive8
Komanduri et al. [14] found out that basic16 has significantly more
entropy (44.67 bits) than comprehensive8 (34.30 bits). Another con-
tradiction to NIST was that adding a dictionary did not significantly
increase the entropy but increase user frustration. Nevertheless dic-
tionary checks significantly help producing passwords that are more
resistant to heuristic guessing since considerably less passwords could
be conjectured from those created according to dictionary8 than from
those from basic8. Furthermore the study shows that adding numbers
to a password will significantly augment the amount of entropy. The
overall entropy of numbers is even higher than the one of symbols be-
cause the letter were only used rarely and if so it was mainly the same
symbols, see figure 3.

Apart from entropy also user behavior were taken into account. They
for example inquired about storing passwords, reusing passwords,
coping with failure, and remembering passwords. The users’ opinions
and moods were also considered. Comprehensive8 finished as the least
user-friendly in most aspects, surprisingly worse than Basic16. Figure
2 shows whether the creation of a password was annoying or difficult
for the participants of the study. A last major but unexpected find-
ing is that the users often create passwords that exceed the minimum
requirements and thus increase the password entropy.

Creating a password for this study was annoying, was difficult
comprehensive8 I . I .
basic16 I . I .
dictionary8 I . I .
basics | | 1 I
basicgsurvey | [N . 1 .
0% 25% 50% 75% 100% 0% 25% 50% 75% 100%
Strongly agree [l Agree Neutral [l Disagree Strongly Disagree

Figure 2. User responses to whether creating a password for Komanduri
et als study was annoying or difficult [14]

400 36235

Number of occurrences

300
200 156150
11 9% 76
100 53 44 a0 31 27
22 20
; lll----___22233133433221

@!s*#. -&_%?/+7, = (~:<" 5 20| >

Figure 3. Frequency of occurrence of symbols in passwords created in
the comprehensive8 condition [14]
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3.3 Password oracle

A study by Schechter et al. [24] of Microsoft Research and Harvard
University also respects that complicated password policies can
lead to bad user behavior and thus proposes to let the user choose
whichever password they want as long as it’s not yet too popular so
that it’s save against statistical guessing attacks. They use a count-min
sketch to build an oracle that is based on existing passwords and tells
if a new password is already too popular.

3.4 The problem with Single Sign-On

Another suggestion that seemed to be useful was (Web-) Single Sign-
On (SSO). The idea is that the user logs in only once and then has
access to all participating system without being prompted to authen-
ticate again. Nevertheless this functionality was broadly refused by
users. Sun et al. [28] carried out a study with OpenlD to find rea-
sons for this behavior and then used these findings to come up with
their own design to reduce the users’ negative attitude towards such a
system. The most important cause why the participants were critical
about SSO were the following:

e incorrect mental models

e no perceived urgent need for SSO (users are comfortable with
weak or reused passwords)

e single point of failure
e phishing concerns
e privacy concerns

e trust concerns (users would not use SSO on websites that contain
valuable personal information like banking)

e confusion about account linking

Sun et al. [28] conclude that a SSO-system that rule out these
misconceptions by means of different design and education of the
users could increase the acceptance of such systems and thus lead to
greater security and usability.

3.5 Further concepts

As mentioned in section 2.3, many people have a wrong idea of the
security mechanisms they use. In opposition to Sasse et al. who de-
mand more security education for the user [23], a new study on mental
models of security [29] proposes to accept that most users don’t have a
correct but somewhat simplified and incomplete notion of what’s hap-
pening on a computer concerning security. They don’t want to teach
them the correct way but try to make value of the mental model people
have concerning security issues . Their goal is to encourage models
that lead to valuable security behaviors even if they are not correct.

Boehme et al. [5] suggest in their paper “the security cost of cheap
user interaction” to keep human intervention in respect to security as
low as possible and thus prevent overconsumption of human attention.
This may deprive users of the ability to defend against significant risks.
They present a stylized analytical model that shows how a system that
merges attention economics with usable security can be implemented.

4 GRAPHICAL PASSWORDS

Challenge and response authentication methods that don’t use al-
phanumeric passwords but rely on visual properties are a promising
alternative when it comes to greater security, usability and memora-
bility [21]. The general ideas behind that is the assumption that the
communication or recording of pictures is more difficult than that of
words or numbers and thus more secure. Also several psychological
studies describe the picture superiority effect [18] [17] [1] which states
that human memory is better qualified to remember graphical infor-
mation than large words or numbers. This argument is often used as a



prove that graphical passwords are more memorable. However this ef-
fect is not undisputed especially when it comes to authentication [21].
Since mobile devices like smartphones gain more and more popularity
and lack in user-friendly input methods for alphanumeric passwords,
graphical authentication is a good option in this area. Most graph-
ical authentication systems can be categorized as either drawmetric,
locimetric or cognometric [15] and will briefly be explained in the fol-
lowing.

4.1

Users have to reproduce predefined drawings. This can significantly
improve memorability, especially when drawing the same shape re-
peatedly. This category is very close to biometric system (e.g. hand-
writing recognition) [15].

An early work that claimed that graphical passwords are better than
textual ones was conducted by Jermyn et. al [13]. They propose a
drawmetric password scheme called ”draw a secret (DAS)” and ar-
gue that it derives its strength by decoupling the positions of the input
from their temporal order. Meaning a graphical password consisting
of several lines does not depend on which line is drawn first, where
as textual passwords inherently have to use a specific temporal order.
It’s mainly suitable for mobile devices like PDAs. The DAS scheme
works as follows: the user draws her desired secret on an interface
that is subdivided into grids. An internal representation of the draw-
ing saves the cells covered by the drawing on the device and converts
it into a raw bit string. After that the user has to re-enter the secret.
If it matches the one before, this key is used to encrypt user-selected
records in the database. Jermyn et al. [13] analyzed the informa-
tion content of the resulting password spaces and concluded that this
scheme is more secure than conventional textual passwords. They also
designed a novel approach for capturing the memorability of graphical
passwords. The paper claims that (drawmetric) passwords describable
by short algorithms are memorable. Alone the cardinality of this sub-
set of memorable passwords is larger than the dictionary of character
sequences from which users most often draw their passwords. This
fact is asserted to make graphical passwords harder to crack and better
to remember in practice than alphanumeric passwords. Unfortunately
the DAS-approach has some significant drawbacks [21]:

Drawmetric

e users often cannot redraw the scheme accurately enough

e users have a tendency to draw symmetrical images which reduces
the potentially unlimited dictionary

o the mechanism requires a tablet to be available at all times

e authentication on mobile devices can take place in public areas
and thus is prone to shoulder surfing attacks.

The last listed problem was examined by Zakaria et al. [33]. They
present and analyze three new shoulder surfing defence techniques
designed for recall-based graphical passwords in particular for DAS.
Their aim is to protect passwords from less dedicated attacks, e.g.
without camera, human eyes alone. The methods had to undergo a
security and usability check. The best one in the second category was
Disappearing Strokes where the line that is being removed as soon
as it was drawn. Based on that technique but more secure is Line
Snaking where the stroke immediately disappears while still drawing.
This gives an attacker no chance to see a complete user stroke but
showed disadvantages in the usability study. That’s why Zakaria et al.
[33] recommend using Disappearing stroke for general deployment.

4.2 Locimetric

Locimetric systems use spatial relationships to remember objects, so
called “cued recall” techniques. Users have to identify a predefined
number of points in a picture [15].

Locimetrics also have the advantage that they leverage the vast
capacity of the human visual memory system and offer potentially
larger theoretical password distributions. But there is also a list of

shortcomings when examined more precisely. One obvious problem
is the precision when it comes to pointing at certain spot on the
picture. A even bigger issue is that the password space in real world
is not as large as theoretically assumed. Some positions on an image
attract more visual attention than others and are thus more likely to be
chosen for the authentication process. Psychological studies have long
proved that human vision focuses primarily on objects. Unfortunately
the number of distinct objects in a picture are limited which makes
it vulnerable to attacks. This weakness is visualized in figure 4. It
shows the hotspots that were chosen by 157,090 people [21].

Most locimetric systems use physical interaction which makes them

Figure 4. Hotspots of a sample picture indicated with red color [21].

vulnerable to shoulder surfing especially in public places. Video
cameras and fake keypads can easily be used to steal passwords.
One method to cope with that problem is to abandon physical
interaction and use gaze-based authentication, usually executed by
means of eye-tracking. A prototype that utilizes eye-gestures instead
of expensive standard eye-tracking input methods is EyePassShapes
[16]. It uses data about relative eye movement and was especially
fitted to the requirements of public terminals. An evaluation about its
security, usability and memorability suggests that the system achieves
great results in all of these three categories.

The problem that users choose predictable spots in images is targeted
by Bulling et al.’s [7] very recent study. They present a gaze-based
graphical authentication scheme that helps users not to choose such
hotspots in pictures. A computational model of visual attention
(saliency maps) is used to mask out those areas of the image that
attract most visual attention. The conducted study with a realistic
threat model shows that saliency masks are easy to compute and
significantly improve security compared to standard image-based
methods and gaze-based 4-digit PIN entries. One drawback is that
participants still find PIN-based passwords significantly more useable
than image-based ones.

4.3 Cognometric

Cognometric or searchmetric exploit the user’s ability to easily recall
something known which makes it a very memorable method. In sev-
eral rounds users have to choose predefined pictures from a challenge
set [15].

The probably most widely used commercial cognometric system is
Passfaces ' [21]. Tt uses the mind’s high capacity to recognize faces.
Users are given a random set of 3 to 7 faces they have to remember
because they serve as their secret authentication code. To be able to
log in users have to choose a memorized face from a group of nine
different faces. But also this approach has deficiencies: when allowed
to choose their own (pass)faces, females of their own race are usu-
ally picked. This significantly reduces the password space and thus
security. Furthermore the extended use of this mechanism leads to

!Passfaces Corporation (last visited June 10 2012) http://passfaces.com/
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confusion with the decoy faces because the user familiarizes them as
well [21]. General usability problems with searchmetric systems is
their dependence on the kind of image that is used. Visually complex
images, visually similar distractor pictures and larger sets of displayed
images lead to longer search processes.

Renaud et al. [22] also tried to find an alternative to personal chal-
lenge questions. In their study they found out that association-based
authentication with pictures is just as secure as but far more useable
than personal questions .

Shoulder surfing is also a common issue in this area. Gao et al. [9]
tried to develop a system that reduces this risk by combining cogno-
metric associations with drawmetric user-input. This means they let
the user draw a curve across their password images instead of directly
clicking on them. It is supposed to provide good resistance against
shoulder surfing together with complementary measure such as eras-
ing the drawing trace or displaying degraded images. The method is
primarily intended to be used on mobile devices. Since many other
shoulder-surfing defence mechanisms suffer from usability issue, this
study made this topic a main goal. They show that users were able to
enter their passwords accurately , relatively fast and remember them
over time which can be seen as good usability [10].

A rather unconventional method to further diminish the crux of lim-
ited memorability is the use of baroque music as also shown by Gao
et al. [9]. Their study shows, that a test group that had to remember
graphical passwords while listening to baroque music had significantly
higher success in long-term recall than the test group that didn’t listen
to that classical music.

5 FURTHER CHALLENGE AND RESPONSE SYSTEMS

Systems that don’t fit into the other categories but still are interesting
and promising are presented in this section.

The most common ones are hybrid methods, e.g. a combination of
two different authentication systems. Since a lot has already been said
about the properties of alphanumeric (section 2) and graphical pass-
words (section 4) one evident idea is to merge the advantages of both
of them to get a better authentication system. A study in this field
has been done by Zheng et al. [34]. Their system is based on shape
and text and proves to be a secure system immune to shoulder-surfing
and brute force attacks, has a high scalability as well as flexability.
However it struggles with usability problems that they want to solve
in future work.

Another textual-graphical hybrid approach is gridWord which tries to
make text-based authentication more convenient for input-limited de-
vices [4]. It’s a prototype design that tries to maintain the advantages
of textual passwords like speed, familiarity, installed base etc. and at
the same time reduce the usability problem resulting from unsatisfac-
tory input-mechanisms (like logins on websites from a smartphone).
It consists of an ordered set of distinct words chosen from a pre-
determined list. The interface design is shown in figure 5. Two combo
boxes let the user either type a password or select it from a drop-down
list. Autocomplete is offered as a convenience since it does not re-
duce security because the entire list of possible password components
is already available. The 2D grid below provides a static mapping
between words and cells so that can click their password from fixed
places. Unfortunately there was no study conducted about the usabil-
ity and security of gridWord, only a plan for pilot-testing, so that no
evaluation can be demonstrated. The authors want to stimulate further
research and see their system as a mean to ease the transition from
textual to graphical passwords.

Different challenge and response methods are also possible for tangi-
ble user interfaces [30]. Spatial gestures and tapping signals are among
the choices for authentication on these devices.

6 PASSWORD USE IN THE WILD

Since the previous sections rather focused on the theory and the proto-
typical implementation of new techniques this section will show how
users are handling passwords and password systems today.
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Figure 5. The userinterface of the hybrid authentication system grid-
Word [4].

6.1 Analysis of real passwords

An extensive examination was done by Bonneau et al. [6]. They
statistically analyzed 70 Million passwords - the largest corpus ever
collected. Based on that data they estimated guessing metrics and at-
tack potentials. They find traditional metrics such as Shannon entropy
not suitable for modelling realistic attackers thus they formalized im-
proved metrics for evaluating the guessing difficulty of passwords. It’s
called a-guesswork which is supposed to be able to effectively model
different types of practical attacks. The following terminology was
used (all converted to bit):

e M: size of the dataset

e H..: Min-entropy, a Rényi entropy. A useful worst-case secu-
rity metric against an attacker who only guesses the most likely
passwords before giving up.

. 1,3: B-success-rate. Measures the expected success for an at-
tacker limited to 3 guesses per account.

o Gg: symbolizes the average of guesses per account that an at-
tacker will have to undertake to break a proportion & of accounts.

Another contribution of Bonneau et al. [6] is a technique adapted from
computational linguistics to approximate guessing metrics using a ran-
dom sample. This helps handling the large effects of the sample size
on the calculations that occur with such a huge amount of data.

User privacy while collecting a password distribution is also carefully
attended to with a special hashing method. It makes it possible to eval-
uate passwords without having to access them in their original form.
This is important because so far there have only been two ways to
analyze passwords. Both of which have significant issues: The first
is to ask users if they are willing to provide passwords to researchers
with ethics oversight. This clearly doesn’t scale and the validity of
the collected data is not certain. The second one provides definitely
valid passwords but has a major ethic problem: the analysis of leaked
data, e.g. stolen passwords. The collected data was compared to two
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passwords Total Entropy 31.01

e users with large amounts of stored data generate better passwords

e users who have used Yahoo!’s retail platform choose very weak

passwords with lower frequency (A0 increases by approximately
2 bits)

Generally they conclude that these passwords that could be chosen
with very few restrictions provide roughly equivalent security to 10-
bit random strings. This means that an attacker who can manage
10 guesses per account can compromise around 1% of the accounts.
Stricter password generation policies might improve these numbers.
The most alarming result of the study however is the very small vari-
ation of password distributions. The authors suspect that this problem
evolves from a certain apathy of the users. They might not be willing
or able to manage how difficult their passwords are to guess.

6.2 User attitudes and behaviors when facing stronger
password requirements

A study about user attitudes and behaviors when facing stronger pass-
word requirements was done by Shay et al. [27]. They analyzed what
happened when the existing password policy of the computer system
of the Carnegie Mellon University (CMU) was changed to a stricter
one. The only requirement enforced by the old policy was to use at
least one character. The new requirements: at least eight characters,
at least one uppercase letter, one lowercase letter, one digit and one
symbol, plus passwords need to pass a dictionary-check and may not
contain four or more occurrences of the same character.

The estimated entropy of the newly generated passwords of the 109
participants is listed in table 3. Entries that are O int that tables have no
entropy because they are known deterministically once the other facets
of a password are known [27]. There are clear differences between the
findings in this study compared to NIST-predictions concerning pass-
word length and special characters. NIST claims that users choose
passwords of minimum length. In Shay’s study however, only 24%
of respondents reported a length of 8 characters. CMU users also ex-
ceeded the minimum requirement when it comes to special characters
and symbols. They estimate the cumulative entropy of these character
types per password to be 18.51 bits compared to 12 bits according to
NIST.

Further results of the study were that the participants still base their
password on a word despite the dictionary check. All of that results
in a per-password entropy of approximately 30 bits for the new policy.
The study also includes insights on user attitude and behavior under
the new strict password policies.

In the following are the most important results:

e new requirements are seen as annoying but believed to provide
more security

Table 3. Password entropy estimates, in bits, of each facet of a password
[27].

e about 1/5 of the participants needed significantly more attempts
to create a new password, then soon forgot the new password and
had to visit the helpdesk

e 3/4 of users of the CMU computer system reused passwords, 1/4
shared new or old CMU passwords but less users than expected
wrote down their password

e old passwords are frequently modified to create new ones

7 SUMMARY AND PREDICTIONS

This paper gave a compact overview of different challenge and re-
sponse authentication methods, their problems and proposed solutions
to these issues. There clearly is a need for more useable and secure
authentication mechanisms than current alphanumeric ones as shown
by academic studies (presented in section 2) and large scale analyzes
of real-life password data (as demonstrated in section 6). Users simply
struggle with the increasing amount and complexity of hard to memo-
rize alphanumeric passwords, become frustrated and help themselves
with insecure practices like password-reuse, password sharing, writing
down passwords or choosing easy to guess passwords. At the moment
the most promising alternative seem to be graphical passwords that are
easier to remember and often more useable. A comparison by Renaud
et al. [22] between traditional challenge questions and its graphical al-
ternative clearly speaks in favour of the latter. But in general definitely
not all problems related to passwords can (yet) be solved with this ap-
proach. Most graphical mechanism struggle with a tradeoff between
usability and security. They also highly depend on the type of pictures
and the retrieving context. There’s even a lack of reliable high quality
studies that clearly demonstrate that visual techniques are significantly
better in real-life situations than textual ones [21]. This means that
more work has to be done in this area before its potentials can fully be
exploited. With continued research and systems with better usability
knowledge based authentication in a more appropriate way than today
is believed to still mainly be used in the foreseeable future [23].

Herley et al. [11] pursuit a less technical and more general point of
view onto the topic. They give a short overview over proposed alterna-
tives to basic passwords, show barriers to moving beyond passwords,
how to cope with these hindrances and finally make reasonable pre-
dictions for 2019. They argue that even though there is no shortage in
alternatives to password authentication each with different benefits, so
far none of them can cover such a broad spectrum of services as basic
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passwords. Furthermore there are competing goals among stakehold-
ers like web sites, anti-virus software, governments, end-users, etc.
An important factor will also be the usability of new mechanisms.
Users can hardly be motivated to use an authentication that requires
more effort and buy-in. And since the internet is decentralized and not
owned by anybody it will most likely not be possible to simply impose
one solution. Since little significant progress has been made over the
last years, Herley et al. [11] assume that only a major economic event
or catastrophe can create a change. Only when financial losses can
directly be related to the use of simple passwords people will try to
employ a more efficient and advanced technology. But so far no tools
to measure the economical losses caused by current systems and the
effectiveness of new technologies have been devised. Moreover they
assume that governments might need to put serious penalties on the
players with power (big companies, financial institutions, etc) in case
of losses through weak technology. So far those mighty institutions
shifted liability and responsibility for losses onto those without power,
e.g. the customers. A different scenario would be the emersion of an
innovative, usable, inexpensive and simple solution. In that case the
new technology would probably be adapted relatively quickly.
According to these perspectives Herley et al. [11] still see passwords
in use in at least 10 years for casual low-value transactions. They also
expect that economics and usability will be the key-factors for change
rather than technological development.
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UX Design - How to design for and evaluate experiences?

Franziska Sauka

Abstract— Over the last years user experience (UX) has become an established term in the field of Human-Computer Interaction
(HCI). By going beyond the instrumental and its properties like subjectivity, situatedness and dynamic, UX opens a new perspective
on designing and evaluating interactive products [24]. Unlike traditional usability research, where the task efficiency and usefulness
form the center of attention, UX puts experience before the functionality of a product [21]. For instance it takes account of emotions
including a deeper understanding of human’s positive needs and aspects like beauty and aesthetics of an interactive product, which
represents an extension of an exclusive task-completion paradigm. As seen from the view of UX, usability, which still remains a
necessary condition, this perspective alone doesn’t make a product desirable and attractive for the users and therefore UX has the
goal to induce positive experiences with a product. After taking a closer look at the user experience term including the corresponding
model of Hassenzabhl this paper deals with methods and examples for the design as well as respective methods for the evaluation of

UX.

Index Terms—User Experience, Human Computer Interaction, Interaction Design, evaluation methods, design methods
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1 INTRODUCTION

While usability primarily deals with the avoidance of negative factors
like stress and burden for a person interacting with a product, UX goes
one step further and aims at evoking positive effects like fun and plea-
sure through the use of an interactive product. The experience, which
is the centre of attention, can either refer to ’experience’ or ’an expe-
rience’. While the term ’experience’ represents the constant stream of
thoughts and feelings while a person is conscious, "an experience’ has
a beginning and end and only occurs when an interaction with a prod-
uct is characterized with an emotional unity and a sense of completion.
The latter also represents something memorable that can be commu-
nicated in social interactions [13]. So the notion of ’an experience’
highlights the singularity and complexity of experiences, whereas with
“experience’ the subjectivity and dynamics of experiences are empha-
sized [24].

There has been done a lot of research since the notion of UX first
came up around the start of the new millennium [3]. Researchers
which attended to the new perspective beyond the instrumental were,
to name just a few, Buxton [36], Logan, who shaped the concept of
emotional usability [32], McCarthy & Wright [40], and Norman. Nor-
man, for example, distinguishes between three levels of processing
emotional responses to a product. The first level, the Visceral level,
represents reactions of the users which are triggered by perception and
it is relevant for a person’s needs beyond the instrumental. The next
level, the Behavioral, deals with emotional aspects of the product use
and represents reactions induced by expectations. Lastly, the Reflec-
tive level addresses reactions which can be traced back to intellectual
factors and represents the reflection of the interaction and is thereby
influenced by experience [33]. Another model is from McCarthy &
Wright [40]. It defines experience by introducing four types of threads,
which are the compositional thread, the sensual thread, the emotional
thread, and the spatio-temporal thread. The compositional structure of
experience is concerned with their part of a whole structure, whereas
the sensual thread of experience corresponds to the visceral level and
the emotional thread to the behavioral level of emotion. The spatio-
temporal thread addresses the temporality and context-dependency of
an experience. The approach of Hassenzahl [21] constitutes a more
complex and multidimensional model of UX. It describes the goals of
a person when interacting with a product and distinguishes between
hedonic and pragmatic product qualities and further associates these
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product attributes with human values and needs. A contribution to a
more coherent view on the UX field was also made by the ISO, which
included the concept of user experience in the ISO 9241-210, pub-
lished in March 2010. By the definition of the ISO [2] UX describes
”A person’s perceptions and responses that result from the use and/or
anticipated use of a product, system or service.” But due to the fact
that this definition still allows a wide scope of interpretation a uniform
definition of UX is still missing in the UX community. Besides the dif-
ferent existing models of UX there is also done a lot of research within
the scope of the design for UX which manifests in a variety of design
examples. Examples for UX which are examined in more detail within
this work are The Kissenger [34], Clique Trip [29] and Gustbowl[38].
The first part of the second chapter in this work focuses on the
meaning of the term UX, including its main characteristics and takes a
closer look at the user-experience model of Hassenzahl which distin-
guishes between pragmatic and hedonic product characters and defines
a three hierarchy level of goals. The second subsection of this chap-
ter includes a comparison of the terms user experience and usability
so that a distinction from these two perspectives becomes apparent.
Methods to design for UX and some design examples are discussed in
the third chapter. And finally, the evaluation of user experience and
corresponding methods are provided in chapter four of this paper.

2 USER EXPERIENCE

The ISO Definition of UX addresses the consequences which immedi-
ately appear through the interaction with a product. It is also possible
to deduce a key property of user experience, namely subjectivity [30].
Beside subjectivity the main characteristics which are mentioned in
association with user experience are holistic, situated, dynamic and
positive. [3, 21]

One key property is subjectivity, the perceived quality of an inter-
active product. This can be traced back to the fact that user experience
emerges through people, situations, products, the environment and the
interplay of all these factors. [23, 21]

The holisitc character means that user experience extends its view
beyond the mere instrumental and aims at balancing non-instrumental
and instrumental aspects of a product. [3]

Another characteristic is the situatedness and context-dependency
of UX. The processes of perception, action, motivation and cognition
are activated concurrently and in this way generate an experience. The
situatedness and its strong dependency on context results in the fact
that no two experiences of a person are exactly alike. So the individual
features of every instance, in which an interactive product is used, is
responsible for the particular kind of experience. [21]

The fact, that user experience is dynamic stresses the temporal na-
ture of experiences. Therefore user experience changes permanently
during the interaction with a product so the experiences an interactive



product provides vary over time. [30]

User experience also emphasizes the importance of positive aspects
and experiences during the interaction with a product which leads to
the fulfillment of human needs. Considering this, concepts like fun,
beauty or joy of use gain special significance. [3, 21]

When considering a person’s positive needs, one may look at sev-
eral different approaches in the field of UX research. Some researchers
put a focus on aesthetics which can be regarded as an aspect of the
broader view of user experience addressing the concepts of usability,
beauty, and overall quality of the interaction [39]. Others focus on
the fulfillment of psychological needs [29]. One researcher, although
he also considers aesthetics, like beauty and goodness to be crucial
for user experience, assumes the fulfillment of psychological needs
to be a critical source of positive experiences with interactive prod-
ucts [21]. Hassenzahl thereby refers to the list of Sheldon [35] which
constitutes of the top ten psychological needs. These are: autonomy,
competence, relatedness, self-actualizing, security, money, influence,
physical thriving, self-esteem and pleasure as shown in figure 1. It is
the fulfillment of such needs, which provides meaning by the interac-
tion with a product. An interactive product which satisfies these needs
leads to positive feelings of the users whereas a lack of fulfillment
results in negative user feelings.

Top ten psychological needs

Autonomy
Competence
Relatedness

Self-actualizing
Security
Money
Influence
Physical thriving
Self-esteem
Pleasure

Fig. 1. Top-ten psychological needs based on a list of Sheldon [35]

2.1 User Experience Model

The first key element of Hassenzahl’s model [21] which will be ad-
dressed is the intended product character. Hassenzahls model assumes
users to construct product attributes by combining the products fea-
tures with personal expectations or standards. The product charac-
ter represents a summary of the attributes of a product which can be
grouped into pragmatic and hedonic attributes. A pragmatic product
is primarily instrumental and enables an effective achievement of be-
havioral goals. Above all, the achievement of goals requires usability.
Hedonic attributes on the other side emphasize the psychological well-
being of a person through identification, stimulation and evocation.
Whereas stimulation means the ability of a product to stimulate and
enable personal growth, identification addresses its ability to express
oneself through products. Evocation on the other hand means that a
product is able to provoke memories, and by means of that, act as a
symbol of the past. A product with a specific product character, which
is used in a specific situation, will arouse consequences like a partic-
ular behavior, emotions and evaluations. Effective and efficient ways
to achieve behavioral goals are therefore provided by products with
pragmatic aspects. On the other hand stimulation or identification by
communicating important human values to others make a product with
hedonic attributes. [20, 19]

Another concept of the user experience model is that of different
types of goals. The three types of goals which are distinguished in the
model are be-, do- and motor-goals as shown in figure 2. Be-goals rep-
resent the underlying motives of the user, the envisioned experience,
and refer to the human needs of a person. They provide meaning, mo-
tivate action and arise out of the basic human needs, like relatedness
[9]. A relatedness experience constitutes for example a user experi-
ence induced by a specific human need. On this basis do-goals are
generated which are instrumental for the achievement of be-goals. Fi-
nally, there occurs a transformation of these do-goals into motor goals.
The model of Hassenzahl argues that be-goals are the source of expe-
rience and the drivers of product use. Imagine a man on a business
trip thousands of kilometers away from his wife at home. After a long
workday he arrives at his lonesome hotel room and has a longing for
home and his wife. The wish to feel related to her, thereby represents
the be-goal i.e. the motivation for the upcoming interaction. Based on
this need he decides to give her a call whereby a do-goal is generated.
And finally, by dialing her number and talking to her on the phone
the do-goal is converted into motor-goals. Because the man’s need for
relatedness could be, at least a bit, satisfied this phone call generates
positive feelings [21, 20].

be goals — Why?

do goals — What?

motor goals — How?

Fig. 2. Hassenzahl’s hierarchy of goals [21]

2.2 UX vs. Usability

The ISO standard 9241-11 [1] describes usability as "The extent to
which a product can be used by specified users to achieve speci-
fied goals with effectiveness, efficiency and satisfaction in a specified
context of use.” Apparent from this definition the focus of usability
rests on task- and goal-achievement. The achievement of behavioral
goals and the instrumental value of an interactive product represent
the quintessences of usability design and evaluation. UX searches for
the balance between instrumental and non-instrumental qualities, like
beauty, novelty, challenge or self-expression. Hence user experience
takes a broader view than usability by addressing human needs that
go beyond the instrumental [23]. The instrumental character of us-
ability is therefore replaced by a holistic character of UX. Other than
UX and its subjectivity, usability also stresses objectivity. The core
of usability testing is to observe participants while they i