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ABSTRACT
Windshield displays (WSDs) are the big siblings of Head-up
displays (HUDs). They are assumed to cover the entire wind-
shield and to allow displaying content at continuous depth,
eventually. This creates a large and unstructured 3D space
for information display – raising the question what to display
where. To address this question, we developed a view manage-
ment concept for WSDs in left hand drive cars which proposes
zones and areas for specific information. As driving is a safety-
critical task, we designed the initial concept with the driver’s
perceptual abilities in mind. Subsequently, we gathered in-
sights into the driver’s needs and desires from a formative
study. We asked participants where they would place different
types of information after inspiring their imagination by a 3D
driving scene and WSD information on a Google Cardboard.
The improved concept respects both the drivers’ needs and
desires and their perceptual abilities and can serve as a basis
for view management concepts of future WSD.
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INTRODUCTION
Head-up and windshield displays present information within
the driver’s field of view (FoV) and closer to the driving
scene [30]. HUDs have been proven to be distracting and
to affect the primary task [16], yet, they improve information
access and reading speeds compared to classic head-down
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Figure 1. Full windshield display presenting world-fixed information

displays (HDD), such as the instrument cluster or the cen-
tral information display [40]. The increasing amount of in-
formation available in the car and the increasing number of
smartphone-related accidents – caused by the desire to be on-
line and connected at all times [18] – highlight the need for
further research and development on these displays.

While the virtual image of a standard HUD floats above the
car’s hood approximately 2 m in front of the driver, WSD
can potentially show a 3D augmented reality (AR) view, such
as the example view in Figure 1. In AR, information that
refers to the environment can be placed close to its referent
(world-stabilized) and integrated naturally into the real world.
AR concepts were already introduced to in-car displays on
HDDs [10]. They are expected to feel naturalistic and to be
understood fast, but require an extension of the small HUD im-
age [10, 14, 15]. In other domains, an enlargement of display
size and the associated FoV has been shown to be beneficial
for cognition and user performance. Further, it was shown
that a large display with increased viewing distance improves
performance compared to its smaller and closer version, with
both covering the same FoV. Yet, when enlarging display size
the user interface can not be simply scaled up [39]. The large
size and the display at different depths also create new oppor-
tunities for unregistered information display [26], as discussed
by Gabbard et al. [10]. This, however, raises important design
questions: Where and how far away should we display infor-
mation such as fuel consumption, incoming E-Mail or calls, or
historical information about the city we are driving through?

A good view management concept provides rules for the
placement of information and ensures an appropriate arrange-
ment that avoids clutter and overlap which could distract the
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driver and impact driving performance [1]. Developing such a
concept, however, requires a careful balance between safety-
critical constraints and subjective information from human-
centered evaluations. In this paper, we present a concept that
considers the drivers’ tasks, context, resources, and abilities,
but also their desires, to develop a generalizable view man-
agement that supports efficient information recognition and
comprehension. Our concept is adapted to left hand drive
cars and proposes zones and areas for specific information
types, ranging from pre-attentive and safety-critical messages,
to attentive, less critical information such as personal email.
We describe results of a formative study that compares partici-
pants’ desired positioning of information with that of our view
management concept.

THE DRIVER’S TASKS AND VISUAL PERCEPTION
Driving occupies up to 90% of the visual channel [7] depend-
ing on the driving situation. Also reading digital information
loads the visual channel and thereby competes for resources
with the driving task. HUDs can be expected to cause all types
of distraction [10] – visual, cognitive and manual distraction
– and an overload of these channels. More specific types of
distraction associated with HUDs are cognitive capture [35],
attentional tunneling [36], and inattentional and change blind-
ness [16]; leading to a concentration on the HUD and the
unintended ignorance of the real world situation behind it.

However, a WSD can also support the driving task by pre-
senting supportive content related to the driver’s primary or
secondary tasks. Secondary tasks are mandatory and associ-
ated with the primary task, such as the control of the indica-
tor and the windshield wipers [10]. Standard HUDs present
mostly primary-task or secondary-task related information.
Nowadays, the presentation of tertiary-task related content,
e.g., entertainment and personal information, becomes more
prominent and asks for a new costs-benefits-calculation: Users
always want to be online and connected [18] and the increas-
ing numbers of smartphone-related accidents underlines the
need to consider this type of information display.

The Driver’s Field(s) of View
Although many proposed applications use large parts of, or
the entire windshield, the driver’s FoV and the associated per-
ceptional abilities have often been neglected in these designs.
Perception deteriorates considerably from the center (0◦) to
the boundaries of the FoV. We distinguish four subfields: the
central (< 2 ◦), the foveal (<10◦), the peripheral (>10◦) and
the useful or functional field of view [14]. The functional FoV
varies depending on anxiety, the visual resolution, and the task
and processing demand [8]: a medium task workload reduces
the FoV to 92% and a high mental workload to 86% [29]. This
suggests to display less information in a highly demanding
situation and to place important information rather centrally.

The major part of the windshield is covered by peripheral vi-
sion. Humans rely on peripheral vision for safe driving (e.g.,
detection of hazards, feeling of speed) [6]. But what exactly
does peripheral vision mean for view management? There
are mixed opinions about the display of information in the

periphery, suggesting to place information at high eccentric-
ities with care [15, 18]. Symbols placed far off the driver’s
normal line of sight can be recognized without a direct look
but are perceived in less detail [19]. Reports about reaction or
response times on peripheral stimuli vary considerably from
no or slight increases to completely missed information [15,
22]; the latter increasing together with eccentricity. To counter
these problems, information design has to be adjusted.

Information Recognition and Placement
A lot of research has been done to identify the best location for
HUDs. Gish et al. performed an extensive literature review on
this topic [11]. The best HUD location is determined by the
detection and response times to appearing stimuli or by mea-
suring the secondary task performance while showing constant
primary task performance (often assumed, not measured).

Tsimhoni et al. [34] displayed names at 15 HUD positions;
distributed around the driver’s line of sight in an area of 10◦
horizontally and 5◦ vertically. The best secondary task perfor-
mance was measured at the central position (0◦) and at 5◦ to
each side; while primary task performance varied only slightly
(up to 10%). Subjects claimed to prefer the position at 5◦ to the
right. In a similar study by Tsimhoni [33], participants had to
perform a detection and a reading task; names were displayed
at 8 HUD positions. While detection time was not significantly
influenced by the position, response time increased with the
horizontal eccentricity. Only a central placement (0◦) leaded
to a deterioration of the primary task performance; due to
occlusion. The preferred position at 5◦ to the right of the
center is confirmed in this study as well as in a similar study
using triangles [38]. Also Isomura et al. [21] tested a divided
attention task and reported a degradation in secondary task
performance when the task was positioned more than 30◦ off
the central task. Lino et al. [24] compared the performance
when a HUD was placed at 0◦, 10◦ and 20◦ and found that
secondary task performance was impeded only at the highest
angle and when the primary task became more demanding.

Lamble et al. [23] used the time to collision as a measure of
the impact of various secondary task positions on the driver’s
ability to trace the headway to a leading car. They compared
several commonly tracked in-vehicle positions (such as rear
view and side mirrors) and found that detection thresholds
were higher in vertical than in horizontal locations at the same
eccentricity, suggesting an elliptical FoV. Further, it was con-
firmed that the lower part of the visual field has a higher
resolution than the upper one; which results in lower reaction
times at equal eccentricities. Surprisingly, they found that,
the common HUD area (4◦) leads to worse detection thresh-
olds than the area above the center stack (17◦). Hence, the
authors recommended the surrounding area (15-20◦) as the
best location for a secondary task.

Detection and response times as well as primary and secondary
task performance are of high relevance for our concept. It
has to be ensured that important information such as urgent
warnings are superimposed at a location which facilitates a
fast response. In contrast, high response times on ambient
information are acceptable. In general, response times can
increase with the task-level to which a piece of information is



Figure 2. The 3D spaces for unregistered placements are visualized in (a) side view, (b) driver’s view, and (c) as a 3D space. The following areas are
depicted: (1) notification area, (2) reading area (in close distance only), (3) personal area, (4) ambient area, (5) and vehicular area. All areas and zones
for registered information – registered warnings, depth-registered text, and the environmental area – are excluded from this graphic.

related. Yet, especially when frequent glances at the display
are expected, e.g., when reading text, a display location has
to be chosen which ensures that primary and secondary task
performance are not impeded.

Depth Perception & Registration in Depth
One major advantage of HUDs is the distant presentation of
their image at approximately 2 m (1.3 m behind the wind-
shield); this corresponds to the driver’s resting focus at 2 to
3 m and has been found to support the extraction of infor-
mation from the display [10]. Further, the lowered distance
between the drivers’ focus point (e.g., on a leading car) and the
HUD image decreases the driver’s response time and the phys-
ical strain of the eye accommodation. To extend these benefits
HUD and AR researchers recommend to place information
in spatial relation to its referent [26, 30]. In the AR and VR
community this placement strategy is often called registered,
world-fixed or object-space. The automotive community refers
to it by the terms contact-analog and registered placement.

A registered presentation makes use of the gestalt laws of
connectedness, proximity and common fate [12] and is ex-
pected to reduce the driver’s cognitive and visual workload
and reaction time. Further, recognition is enhanced as spatial
transformations between the display and the outside scene
are unnecessary [26]. Studies found contradictory results
when comparing task performance of unregistered and regis-
tered placements: while Tönnis et al. [5] reported that regis-
tered placement outperforms other frames of reference (e.g.,
bird’s eye view) regarding reaction times and understanding,
Häuslschmid et al. [15] have not found differences on the re-
action time between screen-fixed and world-fixed warnings
on hazards. Instead, a considerably improved monitoring of
the road situation was found. Though, most of the research
on AR HUDs was performed with a simple computer display
(corresponding to one depth layer for the HUD and the road
scene) or with one additional depth layer instead of a display
that provides a real depth-registered presentation. It remains
unclear, how depth-registered information moving towards the
driver (along with optic flow) is perceived by drivers.

Depth is crucial for safety as it is necessary for the deter-
mination of distances to surrounding objects – but generally

underestimated in AR scenes [10]. When judging depth, hu-
mans rely on a large set of monocular and binocular cues,
but most depth cues relevant for a registered placement are
monocular. For an unimpaired perception and safety, depth
cues of the real world and the augmentation have to be consis-
tent [10]; e.g., information that overlays a traffic sign should
be perceived at the same distance – neither before nor behind.
Further, registration has to be accurate in position (compensat-
ing the driver’s head movements, the car’s vibration and the
slope of the road), size and orientation to support a natural and
realistic view and further enhance perception [1, 32].

Yet, all WSD and HUD concepts and prototypes we found, fo-
cus on one placement approach – screen-fixed or world-fixed.
We did not find a concept which merges both presentation
styles. The world-fixed approach is widely desired and appro-
priate for information related to the outside scene but inappro-
priate for information which has no obvious spatial relation.
Gabbard et al. [10] also point at this problem and suggest to
display primary-task related information such as wayfinding
on a world-fixed HUD and information that is related to driv-
ing but not to objects in the surroundings on a screen-fixed
HUD. While they suggest that a world-fixed display should
cover the driver’s entire FoV, they also recommend to limit
AR applications for entertainment and social interaction to
tertiary task locations – such as the center stack.

VIEW MANAGEMENT FOR VARIOUS DISPLAY SETTINGS
In this section we present related work on view manage-
ment from different domains and devices: AR and VR head-
mounted displays, large-sized and multiple display settings,
multi-layered displays and stationary displays.

View Management for Head-Mounted Displays
The AR and VR community refers to the world- and screen-
fixed placement by the frames of reference object space and
viewport space. The standard HUD represents a viewport
space [27]. While information in the viewport space is visible
at all time and to all extent, it can be hidden in the object
space due to the viewer’s position and orientation [28]. As
follows, it is not surprising that the viewport space generally
outperforms the object space, yet, the object space is superior
when combined with large displays – such as a WSD. Though,



the driver can obviously not adjust his position or orientation
only to access information. Hence, for the WSD we need to
combine the ensured accessibility of the viewport space with
the simplified comprehension of the object space.

The user space aligns information according to the user’s
position, orientation, attention, or gaze and is thereby closely
related to gaze-based interfaces. Bell et al. [4] proposed an AR
application which displays and hides information depending
on the user’s attention. Such approach could help to reduce
clutter on WSDs and driver distraction while the same amount
of information is provided and manual interaction is reduced.

View Management for Stationary Displays
Large-sized wall displays often present information at a vary-
ing level of detail – depending on the user’s distance to the
display (e.g. [3, 13]). When a person is far from the display,
it serves as ambient display presenting information on a low
level of detail. The closer the user comes to the display, the
higher becomes the level of detail and the more sophisticated
interaction is enabled. Three zones are commonly suggested
for this distance-based view management and interaction: am-
bient zone, notification zone, and interaction zone. These
zones relate to Hall’s theory of Proxemics about interpersonal
distances when communicating with others [17]. Based on the
observations of humans and animals, he suggested four zones:
The intimate zone comprises the closest area around a person
(< 45 cm) and relates to (intimate) body contact, but also whis-
pering and smell. People interact in the personal zone (45 to
120 cm) with intimate and common friends; physical contact
is possible. People who have a business-type relationship inter-
act in the social zone. This zone is used for informal (120 cm)
to formal communication (360 cm); body contact is avoided
but facial expressions are recognizable. The public zone (360 -
750 cm or infinity) is applied when one speaks to an audience;
verbal conversations are difficult but supported by gestures.

We applied these zones to our concept, though, it has to be
noted that the driving scenario differs from a wall-display
scenario: The driver is seated in a closed car (separated from
the other road users) and is in a fixed position to the display.

APPROACH
Now, that this paper is positioned in the context of related
work, we describe the concept that we derived from it. We de-
fine areas – 2D spaces facing the driver – and zones – adding
the third dimension (depth) – which together define 3D spaces
for the display of information according to its task-relevance
and context. Häuslschmid et al. [14] identified relevant con-
texts, which influenced our concept below.

Separation into Display Zones
Tan et al. [31] found that a mixed display distance can im-
pair performance. Yet, a separation into several zones was
found to be advantageous for other, distance-based display
setups (e.g. [3, 13]). Considering these findings, our view
management concept proposes just three display distances to
be evaluated in our user experiment. These distances are fur-
ther informed by the theory of Proxemics [17], which is well
established in the field of psychology for suggesting ranges

of interpersonal interaction. The theory has previously been
applied to large-sized wall displays for distance-based view
management and interaction design. While it is not an ideal
match to our problem setting, it was helpful for several design
decisions in our concept. In particular, we separated the 3D
space into the following zones, as shown in Fig. 2.

The 70 cm distance between the driver and the windshield
is the minimum distance for information display and will be
treated as 0 cm in the following. Hall’s intimate zone hence
cannot be used, which is fair, given that it is reserved for
intimate contacts and close friends, a distinction the car cannot
make. The personal zone (0 to 50 cm) seems appropriate for
information such as private messages. As follows, such private
information is in close distance to the driver, just as in real
life, which makes it very accessible for interaction, such as
answering a message.

From 50 cm to 290 cm, corresponding to the social zone for
business-type interaction, we suggest to place information
related to the own vehicle; such as fuel consumption, speed
or technical issues. The vehicular zone meets (partially) the
dimensions of a car, suggesting that the information would
be floating above the car’s hood. Furthermore, this range is
supported by the standard HUD distance of approx. 130 cm,
as standard HUDs primarily display information about the car
and navigation as well.

Finally, we propose to use Hall’s public zone as environmen-
tal zone. This zone ranges from 290 cm to infinity and dis-
plays information related to the environment in a world-fixed
manner; such as route information and points of interest.

As a first step, we only propose and evaluate these zones. A
follow-up study should examine if more fine-grained layers
should be used within these zones. In the environmental zone,
it is very likely that a continuous depth is most appropriate.

Separation into Display Areas
As a next step, we subdivided the windshield into several areas
regarding the context and priority of the content: the task
levels and the reaction times in specific areas. When defining
these areas, it is important to avoid overlay and corresponding
clutter. For the concept, screen-fixed areas have to be laid out
next to each other to ensure that the presented information is
well-perceptible. A curved alignment around the driver can
further enhance recognition and task switching; this needs to
be verified for a car setup [9].

The prevention of overlap becomes more complex when world-
fixed information is displayed simultaneously. Such informa-
tion is meant to be placed spatially close to environmental
objects – and this may fall into one of the defined areas and
thereby create overlaying information. This is of course not
only the case for environmental objects ’appearing’ in such
area but also for objects which move into such area (due to the
object’s own motion or optic flow) and also for two or more
pieces of registered information, e.g. when information about
another car encounters information about a POI. To solve this
problem, layout and dynamic view management algorithms
have to be applied. Yet, occlusion can probably never be
controlled completely due to the complexity of the road scene.



Figure 3. Areas preferred by our participants for display of information types. The darker the shade, the more participants chose this area. Grey boxes
represent the concepts’ suggestions, with the exception of environmental data, which is distributed in the concept.

For a WSD view management concept, we propose the follow-
ing areas (see Fig. 2). The amount of information displayed
in these areas can vary; some areas may be empty (e.g. no
warnings need to be displayed) while others display constant
information (e.g. speed).

The notification area (Fig. 2 (1)) superimposes urgent warn-
ings which are related to the primary and potentially the sec-
ondary task but have no relation to the outside world; e.g.
drowsiness warning. Urgent warnings related to the outside
world should be registered to the referent; e.g. crash warnings.
The area (for unregistered warnings) is placed in the central
FoV due to the requirement of low reaction times. To avoid
occlusion and primary task degradation, the area is shifted
upwards so that it ends 2.5◦ above the driver’s line of sight.
All urgent warnings are located in the personal zone, as it
has been found that primary information is preferred to be
placed in a close distance [37]. We suggest a dimension of
5◦ x 5◦ – corresponding to a size of 6 x 6 cm at the distance
of the windshield (70 cm). An appearance of an urgent warn-
ing might be most efficient when other WSD information is
hidden simultaneously.

The vehicular area (Fig. 2 (5)) presents exclusively informa-
tion about the own car; e.g. fuel consumption and speed. We
suggest to place this area centered below the driver’s central
FoV and to size it with 10◦ on horizontally (-5 to 5◦) and 5◦
vertically (-2,5◦ to -7,5◦). The area is located in the vehicular
zone and thereby corresponds in distance, location and size to
the standard HUD. This area is proven to support fast response
times which is important for the primary and secondary task
related content.

The personal area (Fig. 2 (3)) presents information that is
in any way related to the driver; e.g. entertainment functions
or messages. It is likely that the driver wants to interact with
the content which suggests a placement that is appropriate for
buttons, controllers, and gestures. Entertainment functions
require interaction and are commonly provided in the center
stack. We suggest to use the area above the center stack
(approx. 10◦ to max. 25◦ horizontally and -7.5◦ to the bottom
edge vertically) for the presentation of tertiary task related
information of personal interest. According to Gabbard et
al. [10], "tertiary tasks often require both physical reaching and
greater visual distraction". This area has been recommended

also by Lamble et al. [23] since it allows for good road tracking
– which is important for interaction due to high eyes-off-the-
road times or frequent glances [10] – and facilitates the least
tiring manual interaction as it is close to the quiescent arm and
shoulder position [9].

The ambient area (Fig. 2 (4)) comprises everything that is
not of particular interest or of low priority; e.g. current time,
date or weather. For ambient information, fast detection and
response times are not required but eyes-off-the-road time
should be low. We suggest to place ambient information in the
same distance as personal information but on the top edge of
the windshield (about 5◦ high and 15◦ wide, centered above
the driver’s line of sight). Though, as only little is known
about this area, we point at the need to examine this area in a
user study. As the top visual field is of lower resolution and
as recommended for peripheral information, we suggest to
present symbolic information in larger dimensions in this area.

To create a balance between a driver’s desires and a driver’s
safety by avoiding smart-phone use, we introduce a reading
area (Fig. 2 (2)) which supports the reading of continuous
texts on the WSD. The considered texts – e.g. E-Mail or SMS –
is related to tertiary tasks. Reading is an attentive, visually and
cognitively demanding task that requires many glances when
executed in a divided attention scenario. Hence, text should be
displayed only on demand and in consideration of the current
road situation. Since good detection and response times have
been reported for the area to the right of the driver’s focus
point, we propose to place texts at 5◦ to 10◦ horizontally and
0◦ to max -7,5◦ vertically. Alternatively, the HUD area could
be used for text display; meaning that the HUD information is
hidden and the text displayed until the driver finished reading.
Further, we consider two options for depth: either (1) the
personal zone as most texts will be of personal interest or (2)
within the environmental zone – registered with the driver’s
current focus point (e.g., on the lead car) to enable the fastest
possible switching – since an offset in depth can impair text
reading performance [31]. According to Orlosky et al. [25],
users of HMDs prefer to place text in the background of the
HMD screen, closer to the world.

The environmental area ranges throughout the environmental
zone and presents content that is related to the surroundings
in a world-fixed manner; e.g. the headway to the lead car or



Figure 4. Distances preferred by our participants. Dark shades indicate a high count of participants. Grey boxes represent the concepts’ suggestions.

points of interest. This area is related to all task levels; though,
considering that the driver should not be overwhelmed by the
amount of information, primary-task related information takes
priority. We suggest that the most relevant area is the middle
field from the very left to the right side, as the driving scene
normally falls into this area. This area could shrink in its
horizontal dimension at higher speeds, e.g., on the highway.
The upper part is relevant mostly for traffic signs.

FORMATIVE STUDY
We conducted a brief formative study in order to inform and
balance our concept, considering relevant research and the
driver’s needs and desires. We recruited 21 participants (6
female) with a mean age of 27 years (SD = 6). As the look
and feel of information placed on such a novel 3D display is
hard to imagine or even to develop from scratch, we decided
to present a driving scene and example WSD information
to the participants on a Google Cardboad with an attached
Huawei Mate 7. This setup provides a FoV of 70◦ and a
display resolution of 1920 x 1200 px (960 x 1200 px per eye).
We created phone apps in Unity 3D that consist of a spherical
image of a real street scenery, a 3D car model and individual
sets of augmenting information (e.g., Fig. 1).

The study procedure was scripted in order to ensure that every
participant will experience the same. After welcoming our
participants, we asked them to put on the Google Cardboard
which constantly displayed a 3D driving scene without addi-
tional content. When participants were familiar with it, the
study conductor superimposed additional information which
was placed across almost the entire windshield and in several
distances (similar to Figure 1). The information was visible
for 5 s only and participants were asked to memorize it and
report it in a questionnaire. By this, we ensured they will not
try to understand rules beyond the distribution. We repeated
this procedure five times (overall 6 times) with different sets
of five pieces of information each and different distributions.
After a break of 5 to 10 min we asked our participants to report
where they would place information in a questionnaire.

RESULTS & DISCUSSION
In a questionnaire we listed 5 types of information: personal,
vehicular, environmental, ambient, and textual information, as
well as urgent warnings; examples for each type have been
shown during the study. The questionnaire contained two basic
drawings which represent the windscreen from the drivers
point of view and from a side view with a scale (0 m to 15 m
and environment). As expected, the placement concepts of our

21 participants vary considerably; due to this and the limited
amount of participants we did not perform a statistical analysis.
We could not derive a repeating pattern which was delivered
by several participants. Yet, there is accordance regarding
some positions and information types.

Analyzing the distances (see Fig. 4, we found that only 13
of 21 used the entire scale. 7 participants restricted WSD
information to a distance of max. 10 m and 3 out of this group
to 5 m. Surprisingly, these participants limited also environ-
mental information to this distance. Further, 9 participants
proposed two or three depth levels only; no participant decided
for only one layer. This shows that there are mixed opinions
about the use of several depth layers or even continuous depth.

Regarding the areas (see Fig. 3), participants seemed to be
equally hesitant in spreading information across the entire
provided space. 8 participants limited the information to the
left and middle area of the windshield; 7 of them did not use
the entire distance range. Many participants placed content
on the edges and in the corners of the windshield – far off the
driver’s line of sight. The location directly at the driver’s focus
point was avoided, though, the close region around it was used
by all but 2 participants.

Participants confirmed the suggested location for urgent
warnings (notification area). A distance of median=1 m and
a placement directly within and slightly above the driver’s line
of sight are preferred by our participants.

Participants also agreed on the location for vehicular infor-
mation. A distance of median=2 m and the location below
the driver’s line of sight was proposed by the participants.

According to our participants, personal information should
be displayed in a range from 0 m (windshield) to 7 m. The
median=3.5 m is considerably higher than the proposed dis-
tance (up to 50 cm) and falls into the range of the vehicular
zone. This suggests a reconsideration of the order of the zones.
Participants placed personal information mostly in the top left
corner and on the bottom edge of the windshield, specifically
to the left of the standard HUD position and above the center
stack. Either way, personal information was placed in the left
half and the middle part of the windshield.

Surprisingly, the distance range of ambient information is
very large (median=9 m. The gap between this and the pro-
posed distance (up to 50 cm) shows a need of revision – not
only for the distance. About half of the participants placed
ambient information in the right half of the windshield. The



remaining participants placed it at the top left edges of the
windshield – which is similar to what we proposed.

The distance chosen for texts is similar to the one chosen
for personal information (median=3.5m). We proposed two
options for the depth: the display within the personal zone
(50cm) or an in-depth registration to the driver’s focus point.
The first approach seems to be more suitable to the participants’
preferences, especially when personal and vehicular zones are
switched. Further, texts were placed in the lower area of
the windshield, close to the steering wheel and the center
stack. This area is not suitable as it can be occluded by the
steering wheel [20]. Yet, adjacent areas – e.g. with the hood in
background – should be considered for further improvements.

Environmental information was placed in a distance of me-
dian=10 m; further two participants want it to be placed fur-
ther away. The suggested zone begins at a distance of 2.9 m
and therefore matches the distance preferred by participants.
Though, it is unclear if they would enjoy a registered presenta-
tion which exceeds 10 to 15 m. Regarding the area, hot spots
are the middle area of the windshield as well as the top left
corner. These hot spots could refer to buildings or traffic and
road signs. We proposed a wide area which reaches from the
left to the right boundary of the windshield. This area matches
with the results but further research is needed to find out how
drivers experience content far off their line of sight.

LIMITATIONS & FUTURE WORK
We presented a view management concept for windshield
displays that suggests zones based on the theory of Proxemics.
Since information reading on a WSD is fairly different from
interpersonal communication, we needed to reassign Hall’s
zones to in-car contexts and online communication.

To develop a natural and intuitive interface layout we consid-
ered the driver as a whole. Though, every driver is different
what suggests that individual interfaces may be need. Yet, a
consistent system promotes memorability and reduces switch-
ing times [2, 9]. Hence, if such interface ought to be individual
or not, the proposed concept can serve as a default setting.

In a first formative study, we presented different information
layouts integrated into a 3D driving scene to foster the partici-
pants’ imagination and creativity. We displayed these scenes
for a short time only to avoid influencing – which is con-
firmed as successful by the considerable differences between
the presented layouts and the results of the questionnaire.

This work presents a view management concept that is based
on a broad and extensive literature study and reports an ini-
tial formative study on it. A deeper study that incorporates a
large set of participants needs to investigate on the recogni-
tion, response times and distraction of such view management
concept. We chose to present the knowledge we gathered so
far to the automotive user interfaces community so that the re-
searchers who have access to appropriate technology – which
can be various kinds of displays – may base further studies on
our findings and answer the following open questions:

• How much information can be displayed without safety-
critical impacts on the primary task?

• Is a curved or a flat area alignment more appropriate?

• What extensions are required to apply Proxemics theory to
a closed vehicle scenario?

• Do several depth layers rather support or impede informa-
tion uptake? Could information switch depth layers without
disturbing or irritating the driver?

• Does display-on-demand e.g., gaze-dependent – scaling or
(dis)appearance – distract the driver more or less than a
higher amount of information which is constantly visible?

• Does registered information distract the driver more than
screen-fixed information? How does it feel for the driver
when information changes in depth (e.g., comes closer)?

CONCLUSION
WSDs are developed along with autonomous driving. One
may suggest that WSDs are no longer needed when au-
tonomous driving is launched, though, until cars drive fully
autonomously and handovers are no longer necessary, the
WSD could keep drivers engaged in the forward FoV and
thereby enhance the handover process.

A concept for the view management for a HUD or WSD will
be needed as soon as technology provides a larger display size.
However, little prior work on view management for WSDs
has been done. This paper presented a discussion of related
research from several domains, a first concept draft based on
that research, and a brief formative study of the novel view
management concept. Participant’s preferences for informa-
tion layout was compared against our layout concept and an
analysis of the similarities and differences pointed out needs
for improvement, open questions and several pathways for
future work on this problem, including the need for extension
of existing visual layout theories, such as Proxemics, to the
WSD design and driver attention scenario.
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