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ABSTRACT
Unintended consequences of deployed AI systems fueled the call
for more interpretability in AI systems. Often explainable AI (XAI)
systems provide users with simplifying local explanations for in-
dividual predictions but leave it up to them to construct a global
understanding of the model behavior. In this work, we examine
if non-technical users of XAI fall for an illusion of explanatory
depth when interpreting additive local explanations. We applied a
mixed methods approach consisting of a moderated study with 40
participants and an unmoderated study with 107 crowd workers
using a spreadsheet-like explanation interface based on the SHAP
framework. We observed what non-technical users do to form their
mental models of global AI model behavior from local explanations
and how their perception of understanding decreases when it is
examined.

CCS CONCEPTS
•Human-centered computing→HCI design and evaluation
methods; User studies.
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1 INTRODUCTION
There is a growing awareness that machine learning-based intelli-
gent systems (IS) need to be capable of explaining their behavior in
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human-understandable terms to prevent unintended consequences
in sensitive contexts of society (e.g., credit scoring, recruiting, pre-
dictive policing, or criminal justice) [18]. Driven by this concern,
the field of explainable artificial intelligence (XAI) develops models,
methods, and explainable interfaces that are interpretable to human
users by providing some notion of explanation [16]. Organizations
aspire to deploy explainability techniques to wider non-technical
audiences to comply with demands and regulations [5]. Such users
of XAI, also referred to as operators or executers [56], consume
machine learning (ML) predictions to inform their decisions. They
are centered between the developers and the individuals affected
by the predictions [56]. Because they may be accountable for their
decisions, they utilize explanations to assure the underlying models
is trustworthy (i.e., "they can reasonably trust a model’s outputs" [5])
(operator-interpretability [56]).

Many empirical XAI studies limit their explanation approaches
to outcome explanations [21] for individual ML predictions (local
explainability) without examining if users build an accurate mental
model of the overall ML model behavior (global explainability). Lo-
cal explanations based on Shapley values [51] are widely used in
practice [5]. For a single observation, they perfectly distribute the
difference between the average prediction and the actual prediction
between its features [30]. Thus, much of the inherent ML model
complexity (e.g., feature interactions) is simplified into accessible
Shapley values [20]. Relying on them alone might leave users with
a false sense of understanding that is merely illusive. Further, the
explainability of explanations is often assessed through subjective
user ratings [41]. In this type of evaluation, users are asked to re-
port their perceived understanding, trust, or other relevant mental
factors through one-shot ratings with little to no incentives for self-
reflection or self-calibration [34, 35]. It has been shown, however,
that people are "often miscalibrated about their own judgments" [35].
Psychological research has demonstrated in many contexts that
humans have a robust bias of overconfidence regarding their un-
derstanding of how complex concepts work [46]. After being asked
to explicate and actively reflect on their understanding, people
significantly reduce their estimation of their own knowledge.

In this paper, we argue that because of this illusion of explana-
tory depth (IOED) [46], XAI explanations (especially in the form
of additive local explanations for individual predictions) may be
misleading for non-technical XAI users. Rather than stipulating
effective gains in human understanding, they might cause them
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to form false or incomplete beliefs about the explained ML model.
Some researchers already speculated that an IOED could be at play
when users are confronted with XAI explanations [14, 35, 54]. To
our knowledge, however, this has not yet been systematically inves-
tigated. We examine if end users fall for an IOED when consuming
XAI explanations in a decision-support scenario. In particular, we fo-
cus on the effect of local post-hoc explanations using Shapley values.
We conducted human-grounded evaluations [16] in a crowd lending
scenario using a tabular real-world data set. The scenario leverages
a functional black-box ML model (a random forest classifier) and
functional Shapley explanations generated by the widely-used ex-
plainability framework SHAP [30]1. We followed a mixed methods
approach. First, we moderated 40 participants through the study
and observed their interactions. Second, we verified our hypotheses
in an unmoderated study with 107 crowd workers. The studies has
been approved by our internal IRB.

With our work, we follow the call to improve the user experience
of XAI for a wider range of stakeholders [6]. The majority of current
XAI research targets ML experts (e.g., data scientists) [25] or spe-
cific domain experts (e.g., physicians) [2, 15]. In contrast, we focus
on the understanding of users with low expertise in AI. Our work
contributes to the HCI community in three ways: First, we present
SHAPTable an explanation interfaces targeting end non-technical
users of XAI systems that embeds Shapley explanations in an ac-
cessible spreadsheet-like user interface (section 4). Second, based
on an empirical examination we show that non-technical users fall
for an IOED when relying on Shapley explanations (section 6).

2 BACKGROUND AND RELATEDWORK
2.1 Explanations from Intelligent Systems
The research field of XAI aims to make black-box ML models in-
terpretable by generating some notion of explanation that can be
used by humans to interpret the behavior of an ML model [58]. An
ML model is considered as a black-box if humans can observe the
inputs and outputs of the model but have difficulties understand-
ing the mapping between them. This may result from the model
either being too complex, such as many deep neural networks, or
being proprietary, such as with the COMPAS system [47]. Black-box
models are often reported to yield a high predictive accuracy with
less effort [47]. There are two broad categories of explainability
approaches: transparency-based and post-hoc explainability [29].
Transparency-based approaches focus on how the model works
and leverage model characteristics to explain it. This may involve
using simpler models with intrinsic explainability that may yield a
lower predictive accuracy. In contrast, post-hoc approaches ignore
model characteristics. Instead, they observe the inputs and outputs
of the ML model and try to detect regularities in its behavior in
an inductive manner. Thus, post-hoc approaches have no impact
on the predictive accuracy of a model but may oversimplify the
true model behavior. The ability of an explanation method to ac-
curately describe the behavior of an ML model is referred to as
descriptive accuracy [36] or fidelity [47]. Human understanding
in XAI can be fostered either by offering means of introspection
or through explanations [7]. A large variety of methods exist for

1https://github.com/slundberg/shap

both approaches [21]. XAI research distinguishes two types of ex-
planations - local and global [2, 21]. Local explanations of an ML
model explain why an individual model prediction was made. In
contrast, global explanations aim to convey the overall structure
of the model by looking at model predictions on an aggregated
level. Some definitions of explainability are rather system-centric.
Doshi-Velez and Kim [16] describe it as a model’s "ability to explain
or to present in understandable terms to a human." Miller [32] takes a
more human-centered perspective calling it "the degree to which an
observer can understand the cause of a decision". For an explanation
to be effective, it does not only need to have a sufficient level of
fidelity but must "provide insight for a particular audience into a
chosen domain problem" [36].

2.2 Illusion of Explanatory Depth
Insights emerge when humans gain "a clear, deep [...] understand-
ing of a complicated problem or situation"2. Human understanding,
however, is often impacted by various cognitive biases. Research
in cognitive sciences showed that people often form an inaccurate
understanding of complex systems and often overrate the depth
of their knowledge [35]. Rozenblit and Keil coined this type of
overconfidence bias as the illusion of explanatory depth (IOED) [46].
They observed that laypeople consistently reduced the estimation
of their own knowledge of different phenomena or devices after
they were inquired to provide explanations about them or apply
their understanding. Furthermore, people are often surprised by
their limited explanations [4]. The IOED is more pronounced for
explanatory knowledge, i.e., knowledge that involves complex causal
patterns, than it is for descriptive knowledge, i.e., knowledge about
facts (names of capitals), procedures (baking), or narratives (movie
plots) [28, 46]. The IOED has first been demonstrated for people’s
understanding of causally complex systems in mechanical (bicycles,
crossbows) [28, 33, 46] and natural (tides, rainbows) [46] domains.
Subsequent work reproduced the IOED for social and policy do-
mains (voting, mental disorder) [4, 60].

The illusion is believed to be caused by the way humans build
their conceptual knowledge. Conceptual knowledge refers to the
entirety of a person’s concepts that are causally related to each other.
According to the theory-based approach, people form theories about
all their concepts, not just for those that they use regularly [46]. For
instance, people form their own theories of what causes volcanic
eruptions or how AI-based systems derive their predictions even
though they were never confronted with one. These theories often
consist of vague explanations that are not necessarily accurate nor
coherent with each other [37]. When inquired to explicate parts
of our conceptual knowledge to ourselves or others, we fall for
the illusion to think we know more about a system than we actu-
ally do. Four factors are believed to influence the emergence of an
IOED [46]: (i) Representation/recovery confusion: We overestimate
our abilities to remember what we have observed. People tend to
store observations as mental images. If the stored mental images
do not correspond to the original facts, the IOED occurs. (ii) La-
bel/mechanism confusion: Most complex systems are hierarchical
with various levels of sub components. If we can name and describe
individual parts on the first level of the hierarchy, we often assume

2https://dictionary.cambridge.org/dictionary/english/insight
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to understand how the overall system works, even though we have
little insight into the levels further down the hierarchy. (iii) Unde-
fined end states: Because of the hierarchical and related structure of
complex topics, we have difficulties to imagine what constitutes a
good and complete understanding or explanation. The end states for
descriptive knowledge about facts or procedures are much clearer
(e.g., naming the capital of a country or reverse engineering how
to book a flight). (iv) Lack of practice: in everyday life most people
regularly retrieve facts or reconstruct procedures. However, many
people lack the practice of giving an explanation of complex topics.
Just because we consume or make up explanations does not mean
that we can produce effective explanations when needed.

2.3 IOED and Cognitive Biases in XAI and IS
Building on the IOED theories, it can be assumed that users of
XAI systems form their own theories about the global behavior of
the underlying ML model during interaction with the explanation
facility. These also overlap with the widespread HCI concept of
mental models. According to Norman, people form theories about
how objects and systems work to explain what they observe [39].
A mental model refers to a person’s understanding of how a sys-
tem works and how the person’s behavior affects it. People form
mental models for all kinds of systems including objects, people,
and services. The respective mental model is adjusted with every
interaction (e.g., exposure to an XAI explanation) and helps the
person to reflect on their belief about the system (e.g., the MLmodel
behavior) [39].

Little research has been published on a potential IOED in the
context of XAI or IS. Some researchers speculated that an IOED
may be at play when users deal with explanations from XAI sys-
tems [14, 35, 54]. Collaris et al. observed during their XAI evaluation
that their users did not question the validity of local explanations,
even when provoked to do so [14]. Sokol and Flach call for an
XAI validation protocol that addresses the IOED [54]. Kaur et al.
observed that even data scientists and ML engineers took visual
explanations of interpretability tools at face value and missed to
effectively use them to uncover data or model issues. The provided
XAI explanations encouraged the users to apply their heuristic
thinking instead of activating their analytical thinking [25]. Even
though the IOED itself received little attention in the context of
intelligent systems and XAI, there is prior research on cognitive
biases of explanations from intelligent systems investigating au-
tomation [9, 31, 40, 49, 52], anchoring [19, 27, 57], framing [26], and
confirmation biases [23, 55]. A cognitive bias related to the IOED is
the Dunning-Kruger effect of illusory overconfidence, which states
that people with low competence at a given task tend to overesti-
mate their task performance [49]. It occurs only with individuals
with low competence while the IOED affects almost everyone.

3 RESEARCH QUESTIONS AND HYPOTHESES
Our work investigates the formation and the accuracy of operators’
understanding of the ML model behavior from Shapley based local
explanations.The overarching research question (ORQ) of our
work is to examinewhether non-technical users of suchXAI
systems are prone to an IOED. It is driven by the following
research questions:

• RQ1: How robust is a self-reported global understanding
gained from local explanations when examined?
– H1: When participants are exposed to local explanations,
this leads to an increased perception of understanding
how the XAI system works (compared to no explanations)

– H2: The participants’ perception of understanding de-
creases after they have been examined for their under-
standing (IOED applies)

• RQ2: What do non-technical XAI users do to construct a
global understanding from local explanations?

We focus on Shapley based explanations because, despite their
vulnerability to adversarial attacks [53] and potential infidelity [20],
we consider them as relevant for end users for two reasons: (i) en-
abled by the mathematical properties of accuracy and consistency,
multiple local explanations can be combined to be contrastive and
counterfactual [43] as well as interactive [13], (ii) the SHAP frame-
work is widely used by XAI practitioners3 and thus end users will
likely come across Shapley based explanations, (iii) model agnostic
approaches allow system designers to offer uniform explanation
interfaces even when the underlying ML models differ.

However, human cognition is biased towards simple explana-
tion [11]. Thus, if users’ expectations are not properly calibrated, we
hypothesize they may be prone to an IOED for two reasons: (i) Rep-
resentation/recovery confusion through abstraction of local insights:
User that are provided with local justifications of an XAI system
may perceive to understand why those explanations were chosen
by the system. However, under the influence of prior beliefs and
misconceptions about AI, they may abstract their local insights into
higher-level anecdotal evidence that may not be consistent with
the predictions of other observations. End users may only become
aware of these inconsistencies when they recall their abstractions
to self-explain their understanding of the global ML model behav-
ior [22]. (ii) Label/mechanism confusion through subtle interactions:
Shapley explanations hide much of the model’s complex behavior
behind accessible feature value attributions [20]. Knowing what
features a model has access to and the effect of feature values for
some observations might results in the impression that the user
understands how the model comes to its predictions for all observa-
tions. However, especially in state-of-the-art black box ML models,
feature values may interact with one another in non-linear ways
and significantly influence the predictions for some observations
while having little effect on others.

4 SHAPTABLE
We outline the exemplary XAI system SHAPTable that serves as
the apparatus for our user studies. First, we describe the setting
and implementation details. Second, we provide details on the used
explanation-generation method and the rationale for our explana-
tion interface.

4.1 Scenario, Data Set, and ML Model
Scenario. Our scenario resembles a decision-support situation in

which the human decision-maker is accompanied by an intelligent

3comparedwith other open-source XAI frameworks (such as LIME, AIX360, or DALEX),
SHAP has the most engagements on GitHub
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Figure 1: Overview of the explanation interface. Participants were presented a representative sample of 16 loan requests and
their respective default risk prediction. Feature values of our MLmodel were shaded depending on their their Shapley values.

and interpretable system. Following [56], we take an XAI operator
perspective in a loan application scenario. In such a scenario, the
operating user of the XAI system is centered between the developer
of the system and a decision-subject individual affected by the deci-
sion. We put our study participants in the shoes of a private lender
on a fictional crowd lending platform4. Participants can see demo-
graphic information, loan details, and credit history of individuals
that request a loan on the platform. Each request is accompanied
by an "AI-based intelligent prediction" of the default risk, i.e., the
probability that the borrower fails to service a loan installment
some time during the loan period. The prediction is introduced
as an "AI-based" feature that is based on machine learning from
historic cases. As part of the scenario, participant evaluated a novel
feature that explains the default risk prediction for each lending
request through Shapley explanations. People utilize explanations
for learning [32]. Thus, participants were instructed to give feed-
back to the platform if the provided explanation facility supports
them in learning about the behavior of the default risk prediction
feature (operator interpretability [56]).

4a platform that facilitates the matchmaking between private lenders and borrowers
over the internet

Dataset. We chose a tabular data set for our user studies as many
ML models deployed in practice build on this type of data. This
applies especially to regulated domains such as healthcare, finance,
and public services [5, 30]. Tabular data is often characterized by
individually meaningful features and, unlike images or time series,
lacks strong temporal or spatial structures [30]. Thus, each feature
represents a distinct concept of a person’s conceptual knowledge
(e.g., gender, education, credit history). We built on the Loan Pre-
diction5 data set that is widely used for educational purposes. It
consists of 614 loan requests with 13 columns. We relabeled two
columns of the data set to be consistent with our scenario6.

MLModel. We calculated the default risk prediction via a random
forest classifier (RFC). RFCs are widely used in many real-world con-
texts because of their practicability. They often yield competitive
performances even without extensive ML engineering efforts. Es-
pecially for tabular data, tree-based models often outperform other
black-box models [30]. However, random forests are considered
black-box ML models. They consist of many decision trees. Each
tree is trained on a random selection of features. The classifications
5https://datahack.analyticsvidhya.com/contest/practice-problem-loan-prediction-iii/
or https://www.kaggle.com/altruistdelhite04/loan-prediction-problem-dataset
6we re-framed the Loan_Status column to represent the default risk and the
Credit_History column to represent a negative item on a credit report.
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of individual trees are then combined into a final classification by a
majority vote. Although individual decision trees are interpretable,
it is unfeasible to understand the prediction behavior of their ensem-
ble. To limit the cognitive load for participants we chose to train our
model on a subset of columns. We used only the seven categorical
columns (5 binary, 1 ternary, and 1 with four possible values). We
trained a binary RFC with 100 decision trees using a 80:20 split for
the training and validation sets. The split was stratified to have the
same distribution of binary predictions between training and test
sets. Other than that, we used the default hyperparameters of the
scikit-learn package. The accuracy of the predicted default risk on
the validation set was 0.83.

4.2 Explanation Facility
Explanation-generating Method. To algorithmically generate ex-

planations for the default risk predictions, we build on the widely
used post-hoc explanation framework SHAP (SHapley Additive ex-
Planations) [30]. SHAP belongs to the class of additive feature at-
tribution methods where the explanation is represented as a linear
function of feature contributions towards anML prediction. It trains
a surrogate model by slightly changing the inputs and testing the
impact on the model outputs. The SHAP framework unifies the
ideas of other feature attribution methods (such as LIME [44]) with
Shapley values, which originate from game theory [51]. Applying
Shapley values to XAI, an ML prediction can be modelled as a coop-
erative game between the features to produce a prediction. As the
features may influence one another through interactions, the game
is a cooperative one. With Shapley values we can assign a unique
and fair contribution to each feature over all possible coalitions of
features despite the presence of interactions. SHAP assigns a num-
ber for each input feature (the Shapley value) that is guaranteed
to be consistent under mathematical guarantees: (i) local accuracy
ensures that the sum of the feature contributions matches the ML
prediction of an instance, (ii) missingness ensures that feature val-
ues that have no effect on the model prediction (e.g., because they
are constant) have a Shapley value of zero, (iii) consistency ensures
that changes in the contribution of an individual feature value in
the black-box model result in a consistent change of the respective
Shapley value. Consistency is interesting because it allows users
to compare contributions between multiple observations, groups
of observations, or even models. All contributions are relative to
the expected value. The expected value equals the percentage of de-
faulted loan requests in the data set (32% for our data set). As such,
it serves as a base value for all requests. The Shapley value for a fea-
ture value describes the direction and strength of the contribution
relative to the expected value.

Explanation Interface. The SHAP framework provides information-
dense visualizations of local and global feature attributions out-
of-the-box. However, prior research showed that even ML experts
face challenges to interpret them correctly without assistance [25].
Thus, for our explanation facility, we borrowed ideas from these
visualizations but worked with the raw Shapley values. We assumed
that most explanation-seeking end users in the decision-support
context are familiar with spreadsheets. Thus, our explanation inter-
face resembles a spreadsheet-like user interface that is overlaid with
a heat map of Shapley values. We show 16 loan requests from the

data set with their respective default risk prediction in percentage
(i.e., 0%=no risk and 100%=highest risk of defaulting). The initial
loan requests were sampled according to the confusion matrix to
represent a representative range of default risk probabilities.7 Each
loan request is depicted as a table row. For each request, we show its
column values in a separate cell. For columns that were used for the
default risk prediction, the corresponding cell is shaded depending
on their effect on the prediction. We chose a heatmap-like represen-
tation as it supports counterfactual reasoning through comparison
of loan requests [58]. The direction and strength of the effect is
given by the Shapley value. A red shading indicates a positive effect
(increases the expected value) while a blue one a negative effect
(decreases the expected value) on the ML prediction. The opacity
of the shading indicates the strength of the effect. Details about the
strength are provided in a tooltip when the user hovers the cell. For
example in Figure 1, the fact that request #1536 has 3+ dependents
decreases the expected value of 32% by 7 percentage points. We
reviewed research on explanation design approaches that foster
user understanding. In general, the design of explanation facilities
should follow the guidelines of contrastive, selective, and interactive
explanations [32]. Our explanation style is similar to the input influ-
ence explanations in [6] where each feature value is accompanied by
the direction and strength of its effect on the prediction. Prior work
reported that providing users with interactive explanation facilities
improved their subjective and objective model understanding [12].
These mechanisms informed the designs of our explanation facili-
ties as follows: (i) contrastive: we show multiple instances and their
respective explanations at once so that users can contrast a local
explanation with local explanations of other instances. Further,
users can sort the data by columns to contrast instances with equal
values to spot regularities; (ii) selective: we excluded neglectable
feature values with absolute effects of less than one percentage
point from the explanation; (iii) interactivity: following the call for
more interactive explanation interfaces that "allow users to explore
the system’s behavior freely" [1], we provided participants with two
basic interactive functionalities: (a) to resample a different set of 16
loan requests to get a more holistic understanding of the ML model
behavior8 and (b) to simulate a prediction for a hypothetical loan
request with user-defined features values [12]. Figure 1 shows the
final explanation interface from a participant’s perspective.

5 METHODS
We pre-tested and iterated our scenario, apparatus, and procedure
with 10 people to ensure they are comprehensible from a partici-
pant perspective. We applied a mixed methods approach. First, we
moderated 40 participants through the study (6 of them followed a
think aloud protocol to not bind cognitive capacities). Second, we
conducted an unmoderated study with 107 crowd workers. Follow-
ing [45], we describe our participants as educated lay users of XAI.
We used a combination of moderated and unmoderated studies
to account for dual process model of human reasoning [24, 58].
For the moderated study, the presence of a moderator motivated

74 requests for the 4 different combinations of predicted and actual values, i.e., true
positives, false positives, true negatives, and false negatives
8again sampled according to the confusion matrix
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participants to invest more resources and apply high-effort ratio-
nal thinking throughout the procedure (system 2 thinking). There,
we used a slightly shorter procedure to qualitatively investigate
what users do to form their mental model of the global ML model
behavior. In contrast in the unmoderated study, we assumed partic-
ipants to be guided more by low-effort heuristic thinking (system 1
thinking).

5.1 Participants
5.1.1 Moderated Study (N=40). We recruited 40 participants via
our internal university mailing list. All participants were supervised
by a moderator during the study to ensure participants understand
and follow the instructions. We randomly selected a subset of 6
participants to additionally follow a think aloud protocol. We used
a subset as the think aloud puts additional cognitive load on the
participants and might "impact how people perform on cognitively-
demanding tasks" [8]. 17 participants self-identified themselves as
female and 23 as male. Of these, at the time of the study 65% aged
18-24 years, 32.5% aged 25-34 years and 2.5% in the age of 35-44
years. Among the participants, 20 (50%) hold a high school degree,
10 (25%) an undergraduate degree, 8 (20%) a graduate degree, while
2 had other educational backgrounds. On average, participants took
37.8 minutes (SD=10.1 minutes) to complete the study and were
compensated 10 EUR per completion. 29 (72.5%) participants dis-
agreed and rather disagreed to have practical knowledge of AI (e.g.
application of statistical learning methods or training of machine
learning models), 8 agreed or rather agreed, while 3 were undecided.
29 (72.5%) agreed to or rather agreed to frequently explain complex
things to other people (e.g. seminar contents to fellow students or
smartphone features to friends), 11 were undecided. 19 (47.5%) par-
ticipants stated they use spreadsheet applications at least weekly,
while 21 used them once a month or less.

5.1.2 Unmoderated Study (N=107). We recruited participants via
the crowd sourcing platform Prolific. The posting included a short
description about the study, the expected duration, and the compen-
sation. We only recruited workers with a 100% approval rate and at
least 10 previous submissions. Further, we required all participants
to hold at least an undergraduate degree. 116 participants started the
study of which 8 only partly finished it. We screened the answers of
all completed sessions and excluded 1 participant due to low quality
verbalization that was most likely generated by a bot. Participants’
demographics were quite diverse. 48 participants self-identified
themselves as female and 59 as male. Participants were located in
the United Kingdom (42), Portugal (13), the United States (10), and
other countries (42). At the time of the study, 22.5% of participants
were aged 18-24 years, 49.5% aged 25-34 years, 18.4% aged 35-44
years, and 9.6% 45+ years. Among the participants, 57.2% stated
they hold an undergraduate degree, 35.9% a graduate degree, 2.9% a
PhD, and 3.8% stated other as highest educational level. On average,
participants took 28.5 minutes (SD=15.8 minutes) to complete the
study and were compensated £3.75 per completion (=£7.09/hour). 68
(63.5%) participants disagreed and rather disagreed to have practical
knowledge of AI, 25 agreed or rather agreed, while 14 were unde-
cided. 81 (75.6%) agreed to or rather agreed to frequently explain
complex things to other people, 12 (11.2%) were undecided, and 14
disagreed or rather disagreed (13.2%). 65 (60.7%) participants stated

they use spreadsheet applications at least weekly, while 42 used
them once a month or less.

5.2 Procedure
The goal of our user studies is to investigate if an IOED can be
observed when end users are exposed to Shapley explanations of
an ML model. For this purpose, we query the participants’ model
comprehension through different tasks and repeatedly measure
their self-assessment of perceived understanding using a uniform
scale. Our procedure was inspired by the study designs of the initial
IOED studies [46] but adjusted to the XAI context. Participants
used the apparatus described in section 4 to complete the five tasks
illustrated in Figure 2. The moderated user studies were conducted
via video conferencing to observe how users interact with the
apparatus. We describe the stages below:

Introduction. After consenting with the participation and data
processing information, participants reported their demographics
(i.e., age, gender, and educational background), their frequency of
use of spreadsheet applications, their frequency of giving explana-
tions about complex topics to others, and their level of practical
experience in the field of AI, (the last three questions were illus-
trated with example statements and rated on 5-point Likert scales).
Next, we explained in multiple steps the crowdlending scenario, the
"AI-enabled prediction" of the default risk, the explanation facility,
and the scale self-rating scales. In the moderated study, participants
were encouraged to ask clarifying questions to the moderator.

Task 1: Exploration of Black Box (only used in unmoderated study).
Participants were presented with a table of 16 observations. For
each observation the ML prediction was presented without any
explanation. Participants were asked to spend 5 minutes and "try to
understand how the AI forms its default risk predictions". Afterwards,
they were asked to rate their perceived understanding. To give
them an indication, a timer showed how much time they already
spent on this task. We used this task in the unmoderated study to
ensure that our explanation interface was perceived to improve
understanding of participants.

Task 2: Exploration of Explanation Facility. Next, we provided
participants with the explanation facility presented in section 4.2.
We asked them to freely explore the decision-making behavior of
the prediction model for no longer than 10 minutes and re-rate
their gained understanding. To give them an indication, a timer
showed how much time they already spend on this task.

Task 3: Verbalization of Understanding. According to psychologi-
cal research deliberate self-explanation results in a more realistic as-
sessment of a user’s own understanding and may potentially refine
it [22, 35]. It does not matter whether the self-explanation is self-
motivated or prompted by an instructor [22]. Further, retrospection
techniques such as (self)-explanation, can provide rich information
about a user’s mental model [22]. Thus, as a next step, participants
had to write a detailed explanation of their global understanding of
the ML model’s prediction behavior. Their explanation was to be
between 50 and 100 words long and address three guiding questions.
After the participants verbalized their understanding, they re-rated
their perceived understanding.
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Figure 2: Stages of the procedure in the moderated and unmoderated study. First, we observe in task 1 (only in unmoderated
study) and task 2 what end users do to form their mental models of the global ML model behavior. Second, we assess in tasks
3 to 5 what end users think they know about the behavior of an ML model in relation to what they actually know. Through
multiple tests of comprehension, we assess how stable their self-reported understanding is if users need to put it into action.

Task 4: Test of Understanding. For the diagnostic questions, we
based our questions on prediction tasks, where the participants had
to simulate the prediction of the MLmodel for given sets of features.
Afterwards, participants re-rated their perceived understanding.

Task 5: Presentation of Test Results. Rozenblit and Keil confronted
their participants after the diagnostic questions with an expert
statement [46]. In our case, we showed the participant’s answers
and contrasted them with the default risks predicted by the ML
model. Further, we showed the Shapley explanations for each ob-
servation. We summarized their results as "You predicted <n> out
of 8 loan requests like the AI". This allowed the participants with
incorrect predictions to re-examine the ML model behavior. After-
wards, participants re-rated their perceived understanding. Each
session ended with a short questionnaire.

5.3 Dependent Variables
Self-Rating of Perceived Understanding. We used a uniform 7-

point Likert scale that measures each participants’ perceived under-
standing at multiple points throughout the study. We adopted the
scale from the original IOED experiments and fitted it to the XAI
context. To calibrate participants’ usage of the scale, we demon-
strated the scale during the introduction and provided explanations
for levels 1, 4, and 7. On level 1, respondents think they can name
features that the ML model has access to and what it predicts.
On level 4, they think they understand the relative importance of
individual features. At the highest level, level 7, they think they
understand the absolute importance of individual feature values as
well as possible interactions between them.

Objective Understanding. Following [12] and [59], a user "under-
stands" an ML model "if the human can see what attributes cause
the algorithm’s actions and can predict how changes in the situation
can lead to alternative algorithm decisions". We built upon two ques-
tion types from the explanation evaluation framework proposed
by [12] to measure participants’ objective model understanding.
In total, we asked 8 questions (6x forward simulation, 2x relative
simulation). For the first question type, we presented them with
an observation and asked "What do you think will the ML predict?"
(forward simulation task). We selected the observations according
to the default risk predicted by the ML model: two at the extremes
(0%, 100%), two with low risks (11%, 29%) and two with high risks
(68%, 69%). We provided participant with five answer options of pre-
diction ranges (from 0-20% to 81-100%). Following [22], participants
had to rate their confidence for each prediction on a 5-point Likert

scale (1=very unconfident to 5=very confident). As a second question
type, we asked them to select the loan request with the highest
(lowest in the second question) predicted default risk from a set
of three given requests (relative simulation task). We offered three
loan applications that differed in three (five in the second question)
of the seven features that had on average a medium to low effect.
The ML prediction of the correct option differed by at least 30 (66
in the second question) percentage points from the other options.
Again, they had to rate their confidence in their simulation. We
counted the number of correct answers and the mean deviation
from the correct answer.

Demographics, Literacy, and Interaction. We asked participants
on their age, gender, and level of education. Subject to participants’
approval, we screen recorded their interactions in the moderated
study. Further, we measured how much time participants spent
at each step and logged their interactions with the explanation
facilities (e.g., number of resamples and simulations). We used those
measures as additional levels of control for analysis.

5.4 Design and Analysis
Both studies used a within-subjects design. Following the analysis
in the original IOED experiments, we analyzed the differences in
self-ratings through a repeated measures ANOVA [46]. None of the
self-ratings of understanding were normally distributed. As a paired
Student’s t-test is not valid in such a case, we used a Wilcoxon
signed-rank (WSR) test to analyze the planned linear contrasts for
T1<T2, T3<T2, T4<T3, T5<T4 and T5<T2. If not stated otherwise,
we based our significance at α=.05.

6 RESULTS
6.1 Robustness of Perceived Understanding
To answer RQ1, we present the distribution of participants’ self-
ratings throughout the moderated and unmoderated studies (see
Figure 3). For comparison with the original IOED studies, the dif-
ferences in the reported understandings were significant across the
stages (repeated measures ANOVA: F(4,424)=28.260, p<.001, η2p=.21)

Shapley Explanations Increased Self-Ratings (T1<T2). In the un-
moderated online study, participants reported on average rather
high understanding levels even without explanations of the ML
model (median=4, mean=4.33). 53 participants increased their un-
derstanding by at least one level after being exposed to Shapley
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Figure 3: (left) The means of self-ratings throughout the procedure for the moderated and unmoderated studies. In the moder-
ated setting, we observed two large drops, one after the verbalization in T3 and another after the presentation of test results in
T5. In the unmoderated setting, the drops remained insignificant until the last stage. (right) The average change in self-ratings
between T4 and T5. After the participants saw their test results, most of them downgraded their perceived understandings.

Table 1: The left side shows the mean and standard deviation of participants’ self-ratings of understanding in the moderated
and unmoderated studies. The right side presents the number of participants that decreased (increased for T1<T2) their self-
rating by at least one level (#) and the results of our hypotheses tests using non-parametricWilcoxon signed-rank test (w). The
significance levels are reported as following: * p<.05; ** p<.01; *** p<.001

T1 T2 T3 T4 T5 T1<T2 T3<T2 T4<T3 T5<T4 T5<T2

Moderated Study Mean 4.60 3.95 4.10 3.73 # 19 7 18 25
(N = 40) SD 1.06 1.21 1.03 1.28 w 6.5*** 150.5 66.0** 76.0***

Unmoderated Study Mean 4.33 4.75 4.61 4.63 3.64 # 53 27 20 72 77
(N = 107 ) SD 1.30 1.33 1.25 1.12 1.38 w 2055.5** 408.5 384.0 358.0*** 564.0***

explanations. Across all participants, the average reported under-
standing increased significantly (median=5, mean=4.75, w=2055.5,
p<.01). Thus,H1was supported and our explanation interfaces was
at first perceived as valuable to participants.

Examination Decreased Participants’ Self-Ratings (T5<T2). Most
participants in both studies significantly (p<.001) decreased their
perception of understanding over the course of the procedure: 63%
of participants in the moderated study and 72% in the unmoderated.
Thus, H2 stating that participants fell for an IOED was supported.
Below, we report the changes in the self-ratings at individual stages
of the procedure. Verbalization (T3<T2): In the original IOED studies,
deliberate self-explanations decreased the perceived understand-
ing. In our moderated studies, 48% of participants decreased their
rating at this stage. The drop was significant. In the unmoderated
online study, we observed a drop for only 25%. The drop was not
significant. Test of Understanding (T4<T3): Participants remained
confident in their understanding during the prediction tasks. Only,
19% decreased their rating in the unmoderated setting, compared
to 18% in the moderated study. The drops were not significant. Con-
trary to our expectations, the prediction tasks increased the per-
ceived understanding in the moderated study. Test Results (T5<T4):
Confronting participants with their results of the prediction tasks
caused a significant drop in understanding in both studies. In the
unmoderated study, 67% decrease their understanding compared to

the previous stage. In the moderated study, 45% did so. The drops
in both studies were significant.

Moderated Participants Devoted More Resources. Participants in
the moderated setting spent significantly more time on the study
tasks than in the unmoderated setting. In the moderated study, par-
ticipants spent on average 9.8 minutes (SD=4.9) exploring SHAP-
Table, 10.9 minutes verbalizing their understanding (SD=4.2), and
7.1 minutes solving the prediction tasks (SD=3.0). In contrast in
the unmoderated study, they spent only 3.8 minutes (SD=2.6), 6.7
minutes (SD=4.9), and 3.3 minutes (SD=1.9).

Moderated Participants Performed Better in Test of Understanding.
We analyzed the number of correct predictions and the mean error
of participants’ predictions. The mean error describes the average
number of bins between the participant prediction and the AI pre-
diction over all questions (e.g., error between "0-20%" and "41-60%"
is 2). On average, participants answered 2.85 (SD=1.05) questions
correctly in the moderated and 2.66 (SD=1.20) questions in the un-
moderated study. Both are significantly better than a random guess
(expected mean) that would result in 1.86 correct questions. Further,
on average, the mean error of participants in the moderated study
(1.07, SD=0.29) was significantly lower compared to participants
in the unmoderated study (1.22, SD=0.37). Both are significantly
better than a random guess (expected mean) that would result in a
mean error of 1.7 (see Figure 4).
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Figure 4: (left) The proportion of participants by their average distance to the correct answer (mean error). Participants in the
moderated studywere significantly closer to the correct answers than their unmoderated counterparts. The average confidence
(top right) and share of correct answers (bottom right) for each prediction question in T4. On average, participants in the
unmoderated study were more confident throughout the procedure.

6.2 How Users Formed Their Understanding
To answer RQ2, we report observations gained from the 6 think
aloud protocols. We revisited the screen and audio recordings and
openly coded recurrent themes during participants’ interaction
with SHAPTable. Orientation: Participants used the coloring in
SHAPTable to gain a first overview. They visually looked for in-
consistencies in the heatmap. To calibrate their understanding of
the coloring and the associated feature contributions, participant
TA1 studied multiple tooltips. TA2 looked for "global heuristics that
always apply" by shifting the attention from one feature to another
(column-wise comparison). TA4 used a combination of sorting and
rapidly resampling "to look for [visual] patterns". Soon he stated
that "credit history correlates with the prediction without dependen-
cies". After some resamples, the participant spotted an outlier that
violated this hypothesis. TA1 identified an outlier in the heatmap
where an effect was unusually strong. By this the participant real-
ized that there are interactions in place. This discovery served as a
starting point for deeper analysis. Analysis: Single outliers guided
the reasoning process of most participants. After they visually spot-
ted one in the heatmap, they often replicated an observation in the
simulation feature to "live edit" single feature values to understand
their contributions. Further, participants often performed pairwise
comparisons between two observations to understand differences.
Abstraction: All participants realized that interactions are present,
but often over- or underestimated their impact. If they stumbled
upon effects that violated their prior beliefs (e.g., that fewer de-
pendents decrease the default risk), they searched for anecdotal
memory aids for what they saw. Sometimes these were built from
fragmented insights consisting of few features (e.g. "self-employed in
rural areas are high risk. That does not make sense.") and missed that
another feature (e.g. gender) had an impact too. Some participants
stated it was difficult for them to assess when they should general-
ize from outliers and when not. Also, some participants assumed
monotonic features effects (e.g., the effects of 0 vs. 2 dependents).
If they found cases that violated this assumption, they judged the
AI behavior "as illogical". During verbalization, some participants
recovered the effects of feature values from their memory aids

and from the colors they remembered. Additional functionali-
ties: Some participants wished for aggregated "scenarios" consisting
of similar observations (e.g. combinations of feature values that
have consistent effects) and examples that illustrate interactions
between features for easier orientation. TA1 and TA2 wished for
an improved sorting feature that allows sorting by SHAP values to
group observations with similar effects close to each other to iden-
tify regularities. TA1 wished for multiple rows in the simulation
feature to simultaneously explore multiple combinations at once.
Further, he wished to duplicate one observation into the simulation
feature for improved usability. Reflection: Participants perceived
the study procedure as valuable. For example, participant TA1 con-
sidered the study procedure as a feedback loop that helped "to learn
from mistakes and expose my misconceptions [about the ML model
behavior]". TA4 would have liked to complete the cycle multiple
times to refine their insights: "If I were to do this task again, I would
gain a much better understanding."

7 DISCUSSION
With a moderated and unmoderated study, we examined if and
why an illusion of explanatory depth (IOED) emerges when non-
technical users of XAI are exposed to local Shapley explanations.
Our results indicate that participants overrated their understanding
of the ML model behavior after freely exploring it with SHAPTable.
On average, participants in both studies significantly decreased
their perceived understanding throughout the procedure. What dif-
fered were the stages at which the drops occurred. In the moderated
setting, we observed two large drops. One after the self-explanation
stage (48% decreased their self-rating by at least one level) and an-
other after the presentation of test results (45%). In the unmoderated
setting, the self-ratings of participants remained mostly unchanged
until the last stage. After they had seen and analyzed their test
results, 67% decreased their self-rating. The IOED was more pro-
nounced for participants in the unmoderated study. They spend
significantly less time at each stage and had a significantly nar-
rower objective understanding according to our prediction tasks.
Still, on average they were more confident about the correctness
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of their prediction questions. The magnitude in the decrease in
self-ratings in the last stage depended on the number of correct
predictions and was stronger in the unmoderated setting. It seems
that participants in the unmoderated study expected more correct
answers of themselves. While moderated participants with 4 out of
8 correct answers refrained from downgrades, unmoderated partic-
ipants downgraded it even with 5 out of 8 correct questions. We
interpret that participants in the unmoderated setting were guided
by heuristic thinking and did not realize the incompleteness of their
understandings until they saw their test results. We believe, they
were less aware of irregularities of feature values effects and feature
interactions than participants in the moderated setting. Overall, 85%
of participants in the moderated and 69% in the unmoderated study
agreed or agreed completely that the study procedure "helped me
to better assess my own understanding of the AI prediction behavior".

Humans will most likely never be able to correctly predict the
behavior of complex non-linear ML models. Our results highlight
the importance of XAI systems to not only provide non-technical
users with static justifications, but also guiding user interactions
that support them in building an accurate mental model – even
if this means exposing complexities and irregularities of the ML
model behavior. Otherwise, providing them with seemingly simple
local justifications of complex ML behavior (as with Shapley values)
may leave them with an "easiness effect" [50]. Below we discuss
implications for the design of XAI systems derived from our findings
and outline its limitations.

Calibrating Understanding as Part of XAI Interaction: An effec-
tive XAI system need to capture a wrong or incomplete mental
model of the user and adjust its explanations accordingly [48]. An
implication for XAI designers is that calibrating user perception
of understanding through a structured procedure, as outlined in
our studies, might expose that the system is more complex than it
seems at first. For example, Cai et al. [10] described the onboarding
phase to an XAI system as a key phase that forms users’ initial
impressions of an XAI system. It is during the onboarding that
users form their mental model of the capabilities and limitations
of the XAI system. Deliberate self-explanation has been proposed
as being an effective way to calibrate XAI understanding [22, 35].
However, our results indicate this is only the case if users are will-
ing to devote the required cognitive capacities. Buccinca et al. [8]
describe cognitive forcing strategies, such as forcing users to form
an own prediction before being confronted with the AI prediction.
Our multi-stage procedure extends this idea in a playful way. Future
work could explore how to leverage the individual results of such
procedures to automatically learn about the mental model of the
user and personalize explanations during the interaction with the
XAI.

Forming (Global) Rationales from Local Explanations: Like [3],
our results indicate that participants had difficulties in abstracting
their local insights to a global understanding. They understood the
justifications provided for individual observations but struggled to
assess how representative they were for the average model behavior.
The properties of SHAP enable novel ways for interactivity [13, 43]
to provide selective, contrastive, and interactive explanations [32]
that might bridge the gap between local and global understand-
ing [42]. Future research could explore how to condense multiple

local explanations into accessible higher order explanations to con-
textualize them. Such novel ways of interactivity could support
the interpretation strategies applied by participants in our studies.
This resonates with the concept of rationales [15, 17]. These aim to
provide end users with contextually appropriate reasons for an ML
prediction in natural language.

Limitations. There are several limitations to our studies. First,
we examined a simplified extrinsic [38] scenario around a tabular
data set. Thus, the external validity beyond this scenario (i.e., dif-
ferent decision-making situation) and type of data (i.e., visual data
or natural language data) is uncertain. Second, the emergence and
strength of an IOED might highly depend on the target audience.
Physicians and risk managers may have very different reasoning
strategies than the educated lay users in our studies. Future work
could investigate different extrinsic as well as intrinsic [38] scenar-
ios with varying ML model complexities or XAI methods. Still, we
are confident that our insights highlight the importance of keeping
cognitive biases in mind when designing and deploying XAI.

8 CONCLUSION
With XAI systems expected to be deployed deeper into organiza-
tions and society, it is important to understand how non-technical
users of XAI consume explanations. In this work, we examined
how non-technical XAI users form their mental model of the global
ML behavior. Our results indicate that users overestimate the un-
derstanding they gain because of the illusion of explanatory depth.
Further, we describe reasoning and interaction strategies that users
applied. Future work could investigate how these strategies can be
included into interactive explanation facilities to make them aware
of potential fallacies and to support their reasoning. We offer start-
ing points for XAI designers on how to support non-technical users
to form a more appropriate mental model of ML model behaviors.
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