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Fig. 3. Input device taxonomy. The diagram describes an input device taxonomy that is based
on the analysis presented in this paper. Circles are used to mdlcate that a device senses one of
the physical properties shown on the vertical axis along one of the linear or rotary dimensions
shown on the horizontal axis, For example, the circle representing the radio volume control
indicates a device that senses an angle around the Z axis The position in a column indicates the
number of values that are sensed (i. e., the measure of the domain set). For example, the circle
representing the selection control represents a discrete device. Lines are used to connect the
circles of composite devices. A black line represents a merge composition (such as the X and Y
components of the mouse). The dashed line represents a layout composition (such as the three
buttons on a mouse, represented by a circle with a 3 in it to indicate identical devices),

line), or merge composition (black line). It is important to note that each
group of linked circles in Figure 3, which collectively represent a device, is
only a single point in a very large design space and that variants in devices
are possible (e. g., in the input or output domains or the mappings), which are
below the level of detail visualized in the figure. These variants are, how-
ever, describable in the more formal notation of [231.

In Figure 3 we have plotted the devices of our radio example and the mouse
to illustrate their use. The radio volume knob is in the cell for sensors of
angles relative to the Z axis. It is located on the right side of the cell,
showing that it is continuous. The selection knob is similar but is located
nearer the left side, showing that it takes just a few values. The station knob
is located in the cell for relative angle and is connected to a slider for the
tuning mechanism. A mouse is depicted in the figure as a circle on X
movement, a circle on Y movement, and a circle containing the number 3 on
Z positioning. This indicates that the mouse is a layout composition of four
ACM Transactions on Information Systems, Vol. 19, No 2, April 1991

Descriptive Power
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Mental preparation

Hand from keyboard to mouse or 
vice versa

Point the mouse to on-screen object

Button press or release (mouse)

1.20 s

0.40 s

1.10 s

0.10 s

Select on-screen object with the 
mouse after typing text on the 
keyboard: 

2.80 s

Predictive Power
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Analysis of the Design Space of Input Devices . 107
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Fig. 4. A broad range of input devices plotted on the taxonomy. Devices previously classified by
Foley, Wallace, and Chan [15] and by Baecker and Buxton [4, 7] are indicated by triangles,
squares, and hexagons. Hexagons indicate devices included in both previous taxonomies. Other
devices, indicated by circles, include the radio devices described previously and some unusual
devices to demonstrate the generality of the taxonomy.

devices: one device that is itself the merge composition of two elementary
devices sensing change in X and Y, and three other devices that are simple
buttons. The placement of the X and Y circles to the right of the column
indicates nearly continuous resolution. The location of the button circles to
the left indicates controls with only two states.
To demonstrate the coverage of the taxonomy, we have reclassified the

devices listed by Foley, Wallace, and Chan [15] and by Buxton and Baecker
[4, 7] (see Figure 4). With the exception of voice, we have been able to
position all of the devices considered so far. Furthermore, it is possible to
generate potential new devices by placing circles in various cells of the

ACM Transactions on Information Systems, Vol. 19, No. 2, April 1991.

Generative Power
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Challenge: body involvement

• BodyScape
• Involvement of body parts
• Relationship between the body and the 

interactive environment
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• Input motor assembly: a group of 
motors that handle a specific 
interaction task.

• Output motor assembly: a group of 
motors that is responsible for bringing 
the eyes into an appropriate position 
to enable visual perception of output. 
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Figure 1. Atomic body-centric interaction techniques in BodyScape,
according to the level of Body Restriction in the Environment and
number of Involved and Affected limbs. Compound techniques (colored
background) are linked to their component atomic techniques.

Together, Input and Visual Output dictate the body’s remain-
ing degrees of freedom (translation and rotation) available for
other potential interactions or body movements. Note that
Body Restriction is not necessarily negative. For example,
assigning each user their personal display area in a collab-
orative multi-surface environment restricts their movement,
but can prevent common problems that arise with interactive
tables [30] such as visual occlusions, collisions, conflicts and
privacy concerns. Figure 1 shows various atomic interaction
techniques in terms of their level of body restriction and the
total number of involved and affected body parts, and shows
how combining them into a compound technique further
restricts body movement.

D3: Body Involvement – BodyScape offers a finer grained
assessment of body restriction by considering which parts
of the user’s body are involved in an interaction technique.
Every interaction technique involves the body with varying
degrees of freedom, from simple thumb gestures on a hand-
held device [27], to whole-body movements [21]. We define
a group of limbs involved in a technique as the involved body
parts. For example, most mid-air pointing techniques involve
the dominant arm, which includes the fingers and hand, the
wrist, the forearm, the upper arm and the shoulder.

A technique may involve a group of limbs and also affect
other limbs. For example, on-body touch interaction involves
one hand and the attached arm, and the limb touched by the
hand is the affected body part. This implies further restrictions
on the body, since affected body parts are unlikely to be
involved in the interaction and vice versa, especially when
interaction techniques are combined. We define five groups
of involved body parts: the dominant arm, the non-dominant
arm, the dominant leg, the non-dominant leg and the torso.

We omit the head when considering involved and affected
body parts, since the location of the visual output is the
primary constraint. Although head orientation has been used
to improve access to data on large displays [8], this is only
a “passive” approach in which the system adapts itself to the
user’s head orientation.
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Figure 2. BodyScape presents a taxonomy of atomic body-centric
interaction techniques, organized according to Input and Visual Output.
a) Virtual Shelves [22]; b) Skinput [16]; c) Body-centric interaction
techniques for large displays [31]; d) PalmRC [9]; e) Scanning
objects with feedback on a device; f) Pick and Drop [29]; g) Mid-air
pointing [27]; and h) Multitoe [1].

Classification of Body-centric Interaction Techniques
Figure 2 lays out atomic body-centric interaction techniques
from the literature along the Input and Visual Output di-
mensions, illustrating their impact on body restrictions in
the environment. Each technique involves performing an
elementary action, e.g. moving a cursor or selecting a target.

Relative Input / Relative Output – The least restrictive com-
bination lets users move freely in the environment as they
interact and obtain visual feedback. VirtualShelf [22] is a
mid-air example in which users use the dominant arm to
orient a mobile phone within a spherical area in front of them
to enable shortcuts (Fig.2a). Armura [15] extends this ap-
proach with wearable hardware that detects mid-air gestures
from both arms and projects visual feedback onto the user’s
body. Skinput [16] (Fig. 2b) is a touch example that accepts
touch input on the user’s forearm and provides body-relative
visual output from a projector mounted on the shoulder.
The dominant arm is involved and the non-dominant arm is
affected by the pointing.

Relative Input / Fixed Output – A more restrictive combina-
tion constrains the user’s orientation and, if the distance to the
display matters, the user’s location. Shoemaker’s [31] mid-
air technique involves pointing to a body part and pressing a
button on a hand-held device to select a command. Visual
output consists of the user’s shadow projected on the wall
with the available commands associated with body locations.
Only the pointing arm is involved and users must remain
oriented towards the screen (Fig. 2c). PalmRC [9] (Fig. 2d)
allows free-hand touch operations on a TV set. Users press
imaginary buttons on their palm [14] and see visual feedback
on the fixed TV screen. One arm is involved in the interac-
tion; the other is affected.

Fixed Input / Relative Output – The next most restrictive
approach requires users to stand within a defined perimeter,
limiting movement. Here, touch is more constrained than
mid-air gestures: standing within range of a Kinect device
is less restrictive than having to stand at the edge of an
interactive table. A simple mid-air example involves a user

Session: Full-Body Interaction CHI 2013: Changing Perspectives, Paris, France
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Figure 1. Atomic body-centric interaction techniques in BodyScape,
according to the level of Body Restriction in the Environment and
number of Involved and Affected limbs. Compound techniques (colored
background) are linked to their component atomic techniques.

Together, Input and Visual Output dictate the body’s remain-
ing degrees of freedom (translation and rotation) available for
other potential interactions or body movements. Note that
Body Restriction is not necessarily negative. For example,
assigning each user their personal display area in a collab-
orative multi-surface environment restricts their movement,
but can prevent common problems that arise with interactive
tables [30] such as visual occlusions, collisions, conflicts and
privacy concerns. Figure 1 shows various atomic interaction
techniques in terms of their level of body restriction and the
total number of involved and affected body parts, and shows
how combining them into a compound technique further
restricts body movement.

D3: Body Involvement – BodyScape offers a finer grained
assessment of body restriction by considering which parts
of the user’s body are involved in an interaction technique.
Every interaction technique involves the body with varying
degrees of freedom, from simple thumb gestures on a hand-
held device [27], to whole-body movements [21]. We define
a group of limbs involved in a technique as the involved body
parts. For example, most mid-air pointing techniques involve
the dominant arm, which includes the fingers and hand, the
wrist, the forearm, the upper arm and the shoulder.

A technique may involve a group of limbs and also affect
other limbs. For example, on-body touch interaction involves
one hand and the attached arm, and the limb touched by the
hand is the affected body part. This implies further restrictions
on the body, since affected body parts are unlikely to be
involved in the interaction and vice versa, especially when
interaction techniques are combined. We define five groups
of involved body parts: the dominant arm, the non-dominant
arm, the dominant leg, the non-dominant leg and the torso.

We omit the head when considering involved and affected
body parts, since the location of the visual output is the
primary constraint. Although head orientation has been used
to improve access to data on large displays [8], this is only
a “passive” approach in which the system adapts itself to the
user’s head orientation.
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Figure 2. BodyScape presents a taxonomy of atomic body-centric
interaction techniques, organized according to Input and Visual Output.
a) Virtual Shelves [22]; b) Skinput [16]; c) Body-centric interaction
techniques for large displays [31]; d) PalmRC [9]; e) Scanning
objects with feedback on a device; f) Pick and Drop [29]; g) Mid-air
pointing [27]; and h) Multitoe [1].

Classification of Body-centric Interaction Techniques
Figure 2 lays out atomic body-centric interaction techniques
from the literature along the Input and Visual Output di-
mensions, illustrating their impact on body restrictions in
the environment. Each technique involves performing an
elementary action, e.g. moving a cursor or selecting a target.

Relative Input / Relative Output – The least restrictive com-
bination lets users move freely in the environment as they
interact and obtain visual feedback. VirtualShelf [22] is a
mid-air example in which users use the dominant arm to
orient a mobile phone within a spherical area in front of them
to enable shortcuts (Fig.2a). Armura [15] extends this ap-
proach with wearable hardware that detects mid-air gestures
from both arms and projects visual feedback onto the user’s
body. Skinput [16] (Fig. 2b) is a touch example that accepts
touch input on the user’s forearm and provides body-relative
visual output from a projector mounted on the shoulder.
The dominant arm is involved and the non-dominant arm is
affected by the pointing.

Relative Input / Fixed Output – A more restrictive combina-
tion constrains the user’s orientation and, if the distance to the
display matters, the user’s location. Shoemaker’s [31] mid-
air technique involves pointing to a body part and pressing a
button on a hand-held device to select a command. Visual
output consists of the user’s shadow projected on the wall
with the available commands associated with body locations.
Only the pointing arm is involved and users must remain
oriented towards the screen (Fig. 2c). PalmRC [9] (Fig. 2d)
allows free-hand touch operations on a TV set. Users press
imaginary buttons on their palm [14] and see visual feedback
on the fixed TV screen. One arm is involved in the interac-
tion; the other is affected.

Fixed Input / Relative Output – The next most restrictive
approach requires users to stand within a defined perimeter,
limiting movement. Here, touch is more constrained than
mid-air gestures: standing within range of a Kinect device
is less restrictive than having to stand at the edge of an
interactive table. A simple mid-air example involves a user
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BodyScape
• Body’s involvement
• Relationship between the body and the interactive 

environment
• Categorize related work
• Generate and analyze new compositions

14
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Challenge: limited attention resources
• We have seen change blindness as an example

– limited visual attention
– reasons physiological and cognitive

• Attention is generally a limited resource
– various parts of the environment may compete for our attention
– how does the mind decide what to pay attention to?

• Visual stimuli might be out of sight

• Acoustic stimuli might drown each other out
– cocktail party effect may help us

15
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Negative Example (from Minority report)

16

http://www.youtube.com/watch?v=7bXJ_obaiYQ

http://www.youtube.com/watch?v=7bXJ_obaiYQ
http://www.youtube.com/watch?v=7bXJ_obaiYQ
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A Model of Human Attention
• Christopher D. Wickens, Jason S. McCarley: Applied Attention Theory, CRC Press, May 7, 2012

• http://books.google.de/books?id=dIagIraXHPUC 

17

Descriptive?
Predictive?
Generative?

http://www.google.de/search?tbo=p&tbm=bks&q=inauthor:%22Christopher+D.+Wickens%22
http://www.google.de/search?tbo=p&tbm=bks&q=inauthor:%22Christopher+D.+Wickens%22
http://www.google.de/search?tbo=p&tbm=bks&q=inauthor:%22Jason+S.+McCarley%22
http://www.google.de/search?tbo=p&tbm=bks&q=inauthor:%22Jason+S.+McCarley%22
http://books.google.de/books?id=dIagIraXHPUC
http://books.google.de/books?id=dIagIraXHPUC
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SEEV model of influencing factors
• http://www.prometei.de/fileadmin/prometei.de/veranstaltungen/2008-05-28-

Wickens_AppliedAttentionTheory.pdf 
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http://www.prometei.de/fileadmin/prometei.de/veranstaltungen/2008-05-28-Wickens_AppliedAttentionTheory.pdf
http://www.prometei.de/fileadmin/prometei.de/veranstaltungen/2008-05-28-Wickens_AppliedAttentionTheory.pdf
http://www.prometei.de/fileadmin/prometei.de/veranstaltungen/2008-05-28-Wickens_AppliedAttentionTheory.pdf
http://www.prometei.de/fileadmin/prometei.de/veranstaltungen/2008-05-28-Wickens_AppliedAttentionTheory.pdf
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Mini-discussion on SEEV:
• remember: change blindness examples (flicker)
• remember the moonwalking bear? 

– (a.k.a Simon‘s gorilla: http://www.theinvisiblegorilla.com)

• other effects you‘ve come across?

19

http://www.theinvisiblegorilla.com
http://www.theinvisiblegorilla.com
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Example: unexpected warnings
• F. Lauber, A. Butz: In-Your-Face, Yet Unseen? Improving 

Head-Stabilized Warnings to Reduce Reaction Time, CHI 2014

• driving scenario with a secondary 
visually demanding task

• warnings in  HUD and HMD
• Warnings in the main field of view 

(HMD) were not faster than in the 
constant location (HUD)

• After introducing a visual maker for 
the place where warnings would 
appear (expectancy), they were 
faster!

20
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Example: notification in ambient soundscapes

• known effect: we recognize known sounds
– even when they are played in the background
– crosses the border from subconscious to conscious

• idea: use this to notify people of events
– play an ambient piece of music
– to notify, mix in a motif known to that person
– ...or a specific instrument

• effect: remains unnoticed to other people 

21
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Notification in Ambient Soundscapes
[Butz, Jung, IUI 2005]

Piano (opt.)

FX (opt.)

Cello

Keyboard

Keyboard

Violin

Drums

22
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Notification in Ambient Soundscapes
[Butz, Jung, IUI 2005]

• Core music always present
• Notification in a musically fitting way

– Learned by target person
• Crosses the border to conscious perception by the 

target person
• Ignored by other people
• Quantitative user study

– Audio Workshop at Pervasive 2005

Musical core

FX (opt.)

Piano (opt.) Piano (opt.) Piano (opt.)

FX (opt.) FX (opt.) FX (opt.)

23
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Challenge: Social interaction & awareness
• Instrumented environments are no longer single user

– users might collaborate locally
– users might compete for resources locally
– users might collaborate remotely

• Users need to be aware of technology
– discoverability: How do I see what I can do?

• Technology aware of users
– Example: proxemic interactions
– Example: group mirrors

24

http://www.smart-future.net/13.html

http://www.smart-future.net/13.html
http://www.smart-future.net/13.html
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A spatial model for social interactions:     
F-formations
• Conducting Interaction: Patterns of Behavior in Focused Encounters, Adam Kendon, 

Cambridge University Press 1990, http://books.google.de/books?id=7-8zAAAAIAAJ 
• Images taken from Nicolai Marquardt‘s PhD thesis:

25

http://www.google.de/search?tbo=p&tbm=bks&q=inauthor:%22Adam+Kendon%22
http://www.google.de/search?tbo=p&tbm=bks&q=inauthor:%22Adam+Kendon%22
http://books.google.de/books?id=7-8zAAAAIAAJ
http://books.google.de/books?id=7-8zAAAAIAAJ
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Proxemic interactions based on F-formations

• extend spatial relationship concept to machines
– F-formations between humans and Displays 

• remember proxemic media player shown earlier...

26
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Take-away Message

• Instrumented environments involve us 
(plural! ;-) with our entire body and all senses.

• This poses new research challenges, e.g.
• describing whole body involvement
• models for limited cognitive resources
• describing (and creating) social collaboration

• Interaction with these environments brings 
back some of the richness of the physical 
world

27
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Lecture Evaluation: Discussion
• Thanks for graceful judgements ;-) Main points:

• Selection of topics interesting
• Level of detail and difficulty OK

• Too much workload in exercises
– have you at least learned something useful?

• More structure and crossreferences!
• Too many videos
• Language mix is disturbing
• Filming is problematic

– light disturbing, video of us not really needed ;-)  
28


