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Figure 1: Left is the physical dashboard with yellow strings visualizing the floor plan and proxies representing the smart devices. 
Users can adjust privacy states by turning the proxy’s ring; LEDs then indicate data streams. The top-right is the privacy hub, 
the system’s communication unit, and the bottom-right is the web application for digital control. 

Abstract 
Hubs are at the core of most smart homes. Modern cross-ecosystem 
protocols and standards enable smart home hubs to achieve in-
teroperability across devices, offering the unique opportunity to 
integrate universally available smart home privacy awareness and 
control features. To date, such privacy features mainly focus on 
individual products or prototypical research artifacts. We developed 
a cross-ecosystem hub featuring a tangible dashboard and a digital 
web application to deepen our understanding of how smart home 
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users interact with functional privacy features. The ecosystem al-
lows users to control the connectivity states of their devices and 
raises awareness by visualizing device positions, states, and data 
flows. We deployed the ecosystem in six households for one week 
and found that it increased participants’ perceived control, aware-
ness, and understanding of smart home privacy. We further found 
distinct differences between tangible and digital mechanisms. Our 
findings highlight the value of cross-ecosystem hubs for effective 
privacy management. 

CCS Concepts 
• Security and privacy → Usability in security and privacy; • 
Human-centered computing → Human computer interaction 
(HCI). 
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1 Introduction 
Smart home devices offer various benefits, such as increased com-
fort through the automation of monotonous tasks, increased safety 
and security through smart health monitors and security systems, 
or better energy efficiency through smart lights and smart ther-
mostats. The devices have various sensors and capabilities that 
constantly collect and process personal user data to enable these 
functionalities. Yet, this also paves the way for security and privacy 
risks as the data can get abused to infer and disseminate sensitive 
user data, such as identities and behavior [5, 38, 40]. While many 
users lack knowledge and awareness of the privacy-relevant pro-
cesses and vulnerabilities of smart home devices [21, 32, 33], many 
still express concerns about the nefarious use of their data and try 
to address their privacy concerns by engaging in privacy-protective 
behaviors, such as unplugging devices [26]. However, such drastic 
measures that disable all functionality at once are often excessive, 
as concerns mostly refer to specific sensors or capabilities. 

To support users in their desire for granular control, some smart 
home manufacturers integrate privacy features into their products, 
such as physical camera shutters or mute buttons. This is in line 
with prior research developing a range of prototypical research 
artifacts, such as automatic [16] and manual [50] camera shutters, 
a prototype in the shape of a key that allows disabling all sensors 
of a specific type [15], or a prototype that allows adjusting the net-
work connectivity of smart devices [17]. Yet, all these efforts lack 
interoperability, i.e., they only work for specific, individual devices, 
address only a subset of sensors, or have remained in their prototyp-
ical state. Thus, we currently do not know how users interact with 
functional, universal privacy features on a day-to-day basis. Smart 
home hubs, serving as the central control units within a smart home, 
provide an ideal foundation for a centralized privacy management 
system. However, it is only recently that universal standards, such 
as the Matter standard1 , have enabled seamless, cross-device access 
and control. Additionally, no commercially available hubs offer 
tangible cross-platform privacy features or provide device users 
and bystanders with a clear understanding of nearby devices, their 
connection status, or data flows. 

We leveraged these recent advancements and developed a fully 
functional smart home ecosystem consisting of a cross-ecosystem 
hub, a tangible dashboard, and a web application that provides 
privacy awareness and control to smart home users. We decided to 
incorporate tangible features as prior work frequently emphasized 
their advantage for smart home privacy and control, highlighting 
values such as high trust and understandability [3, 50], which ulti-
mately contribute to inclusive privacy for all stakeholders in a smart 
home. Concretely, the ecosystem consists of a tangible dashboard 
that builds on validated concepts from prior work by indicating the 
smart devices’ locations [48, 50] and privacy states [17] with device 

1https://csa-iot.org/all-solutions/matter 

proxies. The dashboard allows tangible control over the devices’ 
network connectivity states and provides awareness by visualizing 
data flows. In detail, and in line with current research efforts [17, 43], 
the digital application and physical dashboard allow users to adjust 
the privacy states of individual devices to only be accessible within 
the network, from the outside via a secure gateway or through a 
third-party hub. Whenever a privacy state is changed, the dash-
board visualizes the data flows using LED stripes to raise the user’s 
privacy awareness. We deployed the smart home ecosystem in 
six households with 13 participants for one week to investigate 
how smart home users interact with it and how it changes their 
privacy awareness, knowledge, and behavior. For that, we logged 
participants’ interactions with the ecosystem’s digital and physical 
components, asked users to fill out questionnaires before and after 
the study, and conducted a concluding interview. We found that 
all participants appreciated the ecosystem as a control and privacy 
hub. Our findings indicate that participants generally agreed that 
interacting with the system heightened their awareness of privacy 
risks, led to more privacy-conscious decisions, and enhanced their 
understanding of privacy-relevant processes through the visualiza-
tion of data streams. Additionally, participants expressed a slight 
overall preference for adjusting privacy settings via haptic interac-
tion, though this preference varied by household. Participants also 
emphasized the distinct advantages of tangibility, such as immedi-
ate feedback, increased trust, and continuous reflection, reinforcing 
the case for tangible privacy mechanisms. 

This work contributes to privacy research by strengthening the 
importance of providing privacy mechanisms and emphasizing 
the value of tangible interactions through lived experiences with 
a functional cross-device privacy hub. Based on our findings, we 
recommend that researchers and product designers systematically 
explore interoperability concepts in smart homes as drivers for 
more accessible privacy awareness and control mechanisms. We 
further contribute our system’s code and all 3D models to enable 
practitioners and researchers to build upon and extend our system: 
https://github.com/mimuc/PrivacyHub. 

2 Related Work 
We start by reviewing prior work on privacy risks and mitigation 
strategies in smart homes, highlighting the roles of different user 
groups and their unique challenges, before summarizing research 
on tangible privacy mechanisms. 

2.1 Smart Home Privacy Risks, Concerns, and 
Strategies 

Smart home devices have the potential to reveal especially sensitive 
data as they are placed in our most intimate spaces. Research al-
ready showed how data collected in homes can be exploited to reveal 
identities [40] and user’s behavioral patterns, such as when they 
leave their homes or sleep [5, 38]. Hence, many users express con-
cerns about smart home devices, such as being exposed to always-
listening smart speakers that might reveal sensitive data without 
explicit consent, targeted advertising, or data getting shared with 
third parties [29, 30]. Privacy concerns are also influenced by the 
device’s sensors. Prior research, for example, showed that users are 
exceptionally concerned about microphones and cameras [11, 49], 

https://doi.org/10.1145/3706598.3713517
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whereas they do not consider temperature or motion sensors nearly 
as concerning [10, 39, 49, 56]. Also, the social relationship with the 
device owner has an impact on privacy concerns. A study by Yao 
et al. [53] suggests that people are more accepting of devices that 
belong to a trusted person. Yet, greater familiarity can also increase 
data sensitivity as people with a great knowledge of a person can 
make sense of personal data more easily [25, 51]. 

When discussing desired data protection strategies, Yao et al. 
[52] found that users frequently suggested keeping data local rather 
than sending it to remote servers and disconnecting devices from 
the internet while retaining offline functionality. Similarly, Jin et al. 
[26] found that many users unplug their devices to protect their 
privacy. When asked about preferred data-protection features, most 
users favored automated or remote controls to turn devices off, 
four requested more granular control over data collection, and one 
advocated for local-only network communication. To address these 
user preferences, Feger et al. [17] introduced a framework enabling 
device functionality across four connectivity modes: online, local 
network, access point mode, and offline. They demonstrated this 
approach using a prototype smart camera and an environmental 
sensing unit. Building on this concept, Thalhammer et al. [43] 
added awareness features by visualizing changes in information 
flow based on connectivity mode adjustments. 

2.2 Multi-User Privacy in Smart Homes 
Often, multiple people live in one household, but only one person is 
responsible for managing smart devices, which can lead to knowl-
edge gaps and power imbalances [19, 31, 55]. Research divides these 
user groups into primary and secondary users [2, 30] or pilot and 
passenger users [28], whereby the secondary (or passenger) user 
interacts with the devices but does not have full control [2, 30]. Sec-
ondary users often have no options to protect themselves against 
monitoring by the primary users [2], and in extreme cases, smart 
home devices can even be abused to spy on partners [31]. 

Another important user group is incidental users [30] or by-
standers, i.e., people who are not the primary users of a device 
but are nevertheless exposed to it [49], such as temporary guests. 
Research emphasizes that this user group is especially protection-
worthy as they can often not choose to be exposed to the devices or 
lack the right tools to express preferences or exert control [30, 34– 
36]. Yao et al. [53] found that bystanders were most concerned 
about data captured by microphones and videos and mitigated their 
concerns by covering cameras or placing devices in less sensitive 
rooms. In the context of Airbnb rentals, Mare et al. [34] found that 
guests were most concerned about hosts spying on them or being 
discriminated against based on their behavior. Alshehri et al. [4] 
found that many smart device owners don’t inform bystanders 
about privacy practices because they don’t fully understand them. 
While 35% of owners agreed that “visitors have no privacy rights in 
my smart home,” 45% disagreed, and 25% saw privacy disclosure as 
unnecessary. In contrast, 72% of bystanders felt uncomfortable with 
their data being collected by others’ devices. This highlights the 
dilemma of informing bystanders, as owners may not feel obligated 
or fully grasp the privacy implications themselves. 

Table 1: Comparison of PrivacyHub with related systems. 

SaferHome [48] PriKey [15] Dashboard [50] PrivacyHub 
Focus Primarily Secu-

rity 
Privacy Privacy Privacy 

Purpose Visualizes 
device vulnera-
bilities 

Simulates sen-
sor disabling 

Visualizes de-
vice capabilities 
and locations 

Enables cross-
platform 
tangible privacy 
control and 
awareness 

Status Functional, 
connected pro-
totype 

Wizard-of-Oz 
prototype 

Non-functional 
(wooden 
mockup) 

Fully functional, 
cross-platform 
prototype 

Awareness 
vs. Control 

Awareness only Primarily con-
trol 

Awareness only Combines 
awareness and 
control 

Goal Raise awareness 
of security vul-
nerabilities 

Enable quick 
deactivation of 
sensors 

Increase aware-
ness of device 
capabilities 

Provide inte-
grated privacy 
control and 
awareness 
across platforms 

2.3 Tangible Privacy Mechanisms 
Tangible privacy mechanisms have been suggested by prior re-
search to provide awareness and control in smart homes, as they 
instill high trust in users and are easily understandable independent 
of technological understanding [3, 14, 37], which contributes to in-
clusive privacy [50]. Ahmad et al. [3] were the first to introduce the 
concept of "tangible privacy" and argue that sensors should have 
physical control mechanisms and provide unambiguous feedback 
on what data is currently collected. Delgado Rodriguez et al. [13] 
further found that tangible mechanisms positively impacted users’ 
awareness of risks and ease of verification, and participants in a 
study of Chalhoub et al. [11] desired tangible mechanisms, espe-
cially in sensitive locations, such as a smart display placed in a 
bathroom. Once the participant placed the shutter in front of the 
camera, they were comfortable placing the device in the bathroom. 

Concrete prototypes of tangible privacy mechanisms include a 
wearable microphone jammer to disable microphones in the user’s 
vicinity [12], a cover to disable smart speakers’ microphones [44], a 
calendar that only reveals private appointments when placed in pri-
vate locations [27], a smart webcam cover that automatically blocks 
the camera when it is not in use [16], and a key that allows users to 
deactivate all sensors of a specific type for individual rooms [15]. 
Another example is tangible smart home dashboards that visual-
ize the devices’ locations within the user’s floor plan and provide 
either warnings about security vulnerabilities and updates [48] or 
information about the devices’ capabilities [50]. Both studies found 
that the boards were effective in raising users’ privacy awareness, 
and Windl et al. [50] argue that future smart home dashboards 
should provide awareness and control instead of focusing on a sin-
gle dimension. Prior work further demanded that tangible control 
artifacts should be “bundled in a central control unit” [50]. Table 1 
summarizes the key differences between PrivacyHub and related 
systems that were suggested by prior work. 

2.4 Summary and Research Questions 
Prior work has shown that users are concerned about their data 
privacy in smart homes [29, 30, 49]. Yet, privacy risks and concerns 
affect not only primary users but also multiple stakeholders in 
smart homes, including secondary users and bystanders. These 
users are especially protection-worthy as they often lack sufficient 
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knowledge to protect their private data [2, 31, 36]. To tackle their 
concerns, users, as well as bystanders in smart homes, wish for 
control options [52, 53]. Yet, since smart home devices currently 
only offer limited privacy control, they often have to resort to 
taking their devices off the internet or unplugging them, which 
disables all functionality and renders the smart device useless [11, 
26]. In an effort to enable more granular control and keep device 
functionality, prior work envisioned a control framework for the 
device’s internet connectivity [17]. As tangible privacy mechanisms 
are intuitive and increase trust [3], tangible smart home dashboards 
have been suggested to provide privacy awareness for owners and 
bystanders [48, 50]. Prior research further demanded that tangible 
control mechanisms should be integrated into a central control 
unit [50]. We bring together these research threads to create a 
cross-device smart home privacy ecosystem that integrates tangible 
and digital mechanisms to improve privacy control and awareness. 
We examine its impact on privacy awareness, understanding, and 
interactions through the following research questions: 
RQ1 How do users perceive the focus on privacy in the interaction 

with a cross-ecosystem smart home hub? 
RQ2 How are tangible and digital privacy features used in highly 

interoperable smart home systems? 

3 System 
We developed a functional cross-platform smart home ecosystem to 
enhance users’ privacy awareness and control. The system includes 
a smart home hub and a web interface, enabling users to connect de-
vices, adjust connectivity states digitally, and use a history feature 
to track when devices were active and their respective connec-
tivity states. Additionally, the ecosystem incorporates a tangible 
dashboard that (1) provides privacy control by allowing users to 
change device connectivity states and (2) increases privacy aware-
ness by visualizing data flows within the smart home. As a proof 
of concept, our system currently supports three device types: door 
sensors to detect open doors, smart lights, and smart power plugs, 
with the on/off functionality of the smart lights also implemented 
using a smart plug. The selection of devices was limited to those 
that (a) support the Matter standard and (b) use the Thread proto-
col for communication, which we anticipate will become common 
across most devices in the coming years. The Matter standard ad-
dresses the heterogeneity of smart homes by providing a unified 
communication protocol across various IoT devices, regardless of 
manufacturer or underlying technology [54]. It ensures interoper-
ability and serves as the application layer in PrivacyHub, enabling 
seamless device communication2 . Thread, an IoT protocol released 
in 2015 [45], provides a secure, low-power communication network 
within a Private Area Network (PAN) and is widely adopted in smart 
home devices. In PrivacyHub, Thread facilitates device-to-device 
and device-to-hub communication, while Matter ensures interoper-
ability across devices from different manufacturers. Together, these 
protocols enable PrivacyHub to function as an interoperable smart 
home hub. The system also allows connecting to third-party hubs 
like Amazon Alexa, Google Smart Home, or Apple HomeKit to 
enable additional features such as voice control. In the following, 
we explain all system components in detail. We open-source all 
2https://csa-iot.org/all-solutions/matter 

Matter 
Device 

Matter 
Device 

Matter 
Device 

Tangible 
Dashboard 

Web
 
Application 

Third Party 
Hub 

Privacy Hub 

Proxy 

Device Information Control On/Off

Data Flow Visualizations Privacy State Changes

Figure 2: Overview of the communication architecture. The 
privacy hub mediates communication between users, smart 
home devices, and third-party hubs: The proxies facilitate pri-
vacy state changes and device control; the tangible dashboard 
provides awareness through the data flow visualizations; and 
the web application allows remote access and control. 

code and 3D models to allow future research to build on our system: 
https://github.com/mimuc/PrivacyHub. 

3.1 Concept 
In line with the concepts from prior work [17, 43], we allow users 
to adjust the device connectivity to three states: 

(1) Local Mode. This mode restricts the device’s access to the 
same network. While it is the most secure state, it also has 
the least features. 

(2) Online Mode. This mode allows device access via the online 
front end, meaning the user can access it from anywhere with 
an internet connection. Since the data is leaving the home 
network, this state offers less privacy as it opens potential 
attack vectors. Yet, the system is still in control over where 
the data is going. 

(3) Online-Shared Mode. This mode allows pairing with a 
third-party hub like Amazon Alexa. While this state offers 
more features like voice control and automation, the system 
can no longer guarantee the integrity of the data, as it can 
now be accessed by a third-party device. 

https://csa-iot.org/all-solutions/matter
https://github.com/mimuc/PrivacyHub
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Figure 3: Internal components of the smart home privacy 
hub. The hub features a NeoPixel 24-bit RGB LED ring for vi-
sual feedback, an nRF52840 thread dongle enabling wireless 
communication via the Thread protocol, and a Raspberry Pi 
4 serving as the primary processing unit. 

The dashboard maps a household’s floor plan on which users 
can place proxies that represent smart home devices and the smart 
home hub. Users can directly adjust the device connectivity by turn-
ing the ring on these proxies. They also display the device’s current 
state on a small display. The dashboard automatically detects the 
position of the plugged-in proxies and communicates with the hub 
to visualize the real-time data flow between the devices using inte-
grated LEDs. The LEDs can display three different animations: (1) a 
plug-in animation that lets the LEDs adjacent to a coordinate pulse 
six times, (2) a path between two coordinates that gets repeated 
six times to visualize data flows, and (3) a start-up animation that 
signals that the system has finished booting. The data flow anima-
tions always happen between the proxies and the hub. The data 
can either flow from a proxy to the hub in case the user changes 
the privacy state on the tangible dashboard or from the hub to the 
proxy when the user changes the privacy state or controls a device 
via the front end. We created three device proxies for our prototype 
to test in the user study. However, the dashboard’s design allows 
for accommodating as many proxies as its size permits. Figure 2 
shows the system’s communication architecture. 

3.2 Smart Home Hub 
The smart home hub is the central control unit of the ecosystem and 
consists of a physical hub and an accompanying web application. 
It can support current commercial products that implement the 
Matter standard and consists of a 3D-printed case that holds a 
Raspberry Pi 4, see Figure 3. For better performance, we plugged 
a BLE dongle into the Pi and equipped a second USB port with an 
nRF52840 Thread Dongle to enable Thread communication. The 
hub has an LED Ring near the top of the upper case to give users 
visual feedback on the system status. It flashes white when starting 
up and turns to blue when it is on. It further flashes once in the 
respective color when the privacy state of one of its connected 
smart home devices is changed: Red for online-shared, orange for 
online, and green for local. 

Figure 4: The web interface. The left part shows controls for 
a smart plug, enabling users to toggle devices on or off and 
modify privacy states. The right part shows the device history. 
Black and blue represent the on/off state of the device, while 
orange and red indicate different privacy states. Black means 
off, blue on, orange online, red online-shared. 

The user can also interact with the system using the responsive 
web application, which has a local and remote front end. When a 
device is set to local mode, it can only be controlled from the local 
front end, requiring the user to be in the same network as the smart 
home hub. In contrast, the remote front end requires devices to be 
set to online or online-shared mode and allows users to control 
them from anywhere. Developing a responsive web app reflects 
industry standards, as many native apps use frameworks like React. 
This ensured compatibility across devices, allowing participants 
to use their own devices for natural interactions and reducing 
technological overhead, see Figure 4 (left). To use the app’s remote 
version, users need to log in. After pairing a device, the user is 
directed to the digital dashboard, which provides an overview of 
all available devices. The user can click on a device to receive 
additional information and adjust the privacy states. The history 
subpage allows users to review past device states. The user can use 
the buttons at the top or enter dates to choose a time range. The 
gap visualized in Figure 4 (right) indicates that the device was in 
local mode shortly before 8:15, as the online front end does not 
have access to data when devices are set to local. 

3.3 Dashboard 
The tangible dashboard measures 20 inches × 20.5 inches × 4 inches. 
It consists of 16 custom-made printed circuit boards (PCBs) with a 
grid of four-by-four DuPont plugs. The PCBs (i.e., tiles) are arranged 
in a four-by-four grid and daisy-chained together, resulting in 256 
plugs. The first tile is injected with 5 Volts (V) at 3 Amperes (A), 
which gets transferred to the rest of the tiles. Figure 5 shows a 
cross-section of the dashboard. The tiles are positioned between a 
piece of wood and two plastic sheets, with small silicon bumpers on 
both sides to protect the resistors. Spacers on all four sides of the 
dashboard hold the tiles in place. We placed high-resolution LED 
strips on the plastic sheets to visualize the data streams. To make 
connecting and aligning the proxies easier, we 3D printed small 
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Figure 5: A cross-section of the tangible privacy dashboard. 
The dashboard features a back plate for structural support 
and LED strips for visual feedback. A plastic sheet secures 
the components, and spacers hold the tiles in place. 

bricks with a key-lock system, see Figure 5. We glued the bricks to 
the plastic sheets and enclosed the dashboard in a wooden frame to 
hide the electronic components. We also 3D-printed poles to hold a 
string that serves as the visualization of the floor plans. 

Each plug features eight connectors. GND and 5V are used to 
power the plugged-in proxy. ROW and COL have different volt-
ages depending on their position on a tile: The ROW-pin voltage 
decreases from 5V at the top to 0V at the bottom in four steps, and 
the COL-pin voltage decreases the same way from left to right. The 
proxy uses these two pins to determine the relative position on 
the board. The TILE-pin is used to get information about the tile 
to which the proxy is connected. The TILE-pin voltage decreases 
from 5V to 0V in 16 steps, each step representing one of the 16 tiles. 
By combining the relative position from the ROW and COL-pin 
with the information from the TILE-pin, it is possible to calculate 
the absolute position of a proxy on the dashboard. The code for 
the dashboard runs on a Raspberry Pi 4B, and the communication 
between the dashboard and the proxies is handled with MQTT. 
The Raspberry Pi is connected to the internet via LAN and hosts 
an access point for the proxies to reduce the dashboard’s set-up 
effort. The LEDs are controlled by an ESP32 microcontroller, which 
receives messages from the Raspberry Pi via USB serial. 

3.4 Proxies 
The proxies represent the smart home devices and the smart home 
hub on the dashboard and enable users to change the connectivity 
states. Figure 6 shows a cross-section of the proxies. Each proxy 
has a 3D-printed housing screwed together to allow easy access to 
the microcontroller. The display is connected to a PCB via a wired 
connection with a detachable socket and screwed to a 3D-printed 
mount, which is then screwed onto the PCB. The incremental en-
coder, which is used to change the device’s connectivity state, is 
also screwed and soldered to the PCB. See Figure 7 for a picture of 
the proxy display. The plug has seven cables, which are soldered 
to the PCB, placed into an eight-pin DuPont plug, and glued into 
the bottom part of the housing. Finally, the PCB gets mounted onto 

Figure 6: An exploded view of a proxy with its key compo-
nents: The ring cover, incremental encoder, display, PCB, 
ESP32 microcontroller, and plug, all enclosed within the top 
and bottom housing. 

three designated stilts on the bottom part of the housing. A 3D-
printed ring cover can then be pressure-fitted over the incremental 
encoder to provide a better grip and cover the wiring. 

As the ESP32 operates at 3V, but the position information gets 
represented in a range of 5V to 0V, we use voltage dividers to reduce 
the incoming voltages. When booting, the proxy first reads the three 
voltages for the position calculation. After this, the proxy connects 
to the dashboard access point and establishes a connection to the 
MQTT broker. It then publishes the three voltage readings and 
continues to listen for changes in the position of the incremental 
encoder as well as state updates from the hub. If a change is detected, 
the UI gets adapted to display the correct state. The UI displays 
an icon in the center representing the corresponding device and 
highlights its current connectivity status in blue (see Figure 7). 

Figure 7: A close-up of a proxy interface with the three 
privacy states: Local, Online, and Online-Shared. Users can 
switch between privacy states by turning the black ring. 
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4 Method 
We deployed PrivacyHub in six households, each for a week, to 
explore how users perceive privacy in interactions with a cross-
ecosystem smart hub (RQ1) and examine how they engage with 
tangible and digital privacy features (RQ2). 

4.1 Procedure 
We gave participants a brief introduction and asked them to sign a 
consent form while we set up the system. This involved connecting 
the LAN and power for the dashboard and hub, as well as pairing a 
smart socket, a smart door sensor, a smart light, and an Alexa smart 
speaker. The participants could freely choose where they wanted 
to place the devices. We only required the dashboard to be placed 
at a location where it is clearly visible. After the initial setup, we ex-
plained the concept and core functionality of the system, including 
the three privacy states and the functionality of the tangible dash-
board. We then asked participants to fill out a questionnaire about 
demographic data and other questions regarding their experience 
and behavior with smart home devices. Next, since participants 
were not required to have technical expertise, we conducted a de-
tailed show-and-tell session to explain how the system worked. 
This included the use of the web application, the hub’s function-
ality, and interacting with the dashboard by plugging in proxies, 
changing their privacy settings, and creating a floor plan. The par-
ticipants were also instructed on how to handle minor errors in case 
the system stopped working, which mostly consisted of restarting 
different components. The participants were instructed to use the 
system as they saw fit but should interact with it at least once per 
day. After one week, we asked participants to complete another 
questionnaire about their experience with the system, followed by 
an interview where we discussed their experiences. 

4.2 Measurements 
All participants, except one, were German speakers, so most inter-
views and questionnaires were conducted in German. The English 
versions of all statements and questions are provided in Appendix 
Section A.1. In the first section, we gathered demographic infor-
mation, including the number of smart devices participants had 
installed in their homes. Moreover, we asked participants to self-
identify as pilot or passenger users (QU1) according to [28]. We 
used the ATI scale [18] to assess participants’ affinity for technology. 
We formulated QS1-8 to survey participants’ (1) experience with 
smart home devices, (2) generally perceived importance of privacy, 
(3) importance of the smart device’s features, (4) importance of the 
smart device’s privacy protection, (5) control over privacy in their 
smart home, (6) concern about their privacy in their smart home, 
(7) knowledge about how to protect privacy in their smart homes, 
and (8) knowledge about data practices in their smart home. Finally, 
in QS9, we asked how frequently participants interact with smart 
home devices with the following options: ’multiple times per day,’ 
’once per day,’ ’multiple times per week,’ ’once per week,’ ’multiple 
times per month’, and ’never.’ After one week, we asked participants 
to fill out a second questionnaire featuring QS1-8 and the SUS ques-
tionnaire [8] for both the hub and the dashboard separately. We 
also conducted a semi-structured interview, where we asked about 

participants’ general experience with the system and specific ques-
tions about the privacy hub and the tangible dashboard. See QI1-23 
for all interview questions. In addition, we recorded all interactions 
with the system, including device control and privacy state changes 
– both on the tangible dashboard and in the web application. 

4.3 Participants 
We recruited six households with thirteen participants (six male 
and seven female) via convenience sampling. They were between 
25 and 54 (𝑀 = 29.77, 𝑆𝐷 = 10.34) years old. Five participants 
self-identified as pilot users, and eight as passenger users. The par-
ticipants who self-identified as pilot users had a mean affinity for 
technology according to the ATI scale [18] of 5.2 (𝑆𝐷 = .66), and 
the passenger users had a mean ATI score of 3.83 (𝑆𝐷 = 1.04). All 
participant details are listed in Table 2. Most participants (P1, P2, P4, 
P5, P7, P8, P9) reported using smart home devices multiple times 
per day, three participants (P6, P10, P11) used them multiple times 
per week, and one participant (P3) used them once per day. The con-
figured dashboard for each household can be seen in Figure 8. We 
could not install the smart lights in household H1 due to technical 
difficulties. We compensated all participants with 25€. 

4.4 Data Analysis 
We conducted thematic analysis [7] of our qualitative data and 
transcribed the interviews using Whisper3 , followed by manual 
corrections to address errors. We then used Atlas.ti to code our data. 
For that, two researchers independently coded an interview, met to 
discuss their codes and resolve disagreements, and formed a joint 
codebook. Three researchers then coded the rest of the interviews. 
After that, they met to form code groups and themes through mul-
tiple rounds of discussions. This process led to 218 codes, 17 code 
groups, and 3 overarching themes. We translated all direct quotes 
into English. We used Python to analyze our quantitative data. 
3https://openai.com/index/whisper/ 

Figure 8: The configured dashboards displaying participants’ 
floor plans and device placements. 

https://openai.com/index/whisper/
https://Atlas.ti
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Table 2: Household information and participant details, in-
cluding their number of smart home devices (#), participant 
ID (PID), role, age, gender, profession, highest level of educa-
tion, and technical affinity. 

HID # PID Role Age Gender Profession Education ATI 

H1 20 

P1 Pilot 53 M Banker Vocational 
Training 

5.22 

P2 Passenger 54 F Housewife Vocational 
Training 

2.33 

H2 1 

P3 Passenger 25 F Scientific As-
sistant 

Bachelor 3.78 

P4 Pilot 26 M Student Vocational 
Training 

4.33 

H3 8 

P5 Pilot 26 M Editorial 
Journalist 

Bachelor 4.78 

P6 Passenger 20 F Student High School 2.89 

H4 16 

P7 Passenger 26 M IT Consul-
tant 

Master 5 

P8 Pilot 25 M Consultant Master 5.78 

P9 Passenger 24 F Student High School 5.11 

H5 3 

P10 Pilot 29 M Electrical En-
gineer 

Master 5.89 

P11 Passenger 29 F IT Consul-
tant 

Master 4.22 

H6 3 
P12 Passenger 25 F Student Bachelor 2.89 

P13 Passenger 25 F Student Bachelor 4.44 

4.5 Method Reflexivity 
Our research investigates how increasingly interoperable smart 
home systems influence the applicability and use of privacy fea-
tures. To explore this, we developed PrivacyHub, a smart home hub 
that enables users to interact with a variety of connected devices 
from different manufacturers, provided they utilize widely adopted 
standards and protocols like Matter and Thread. 

Surveying related work in smart home privacy, we found that re-
searchers highlight the value of both digital and tangible artifacts for 
enhancing privacy awareness and control. To explore the suitabil-
ity of privacy features for device-independent, interoperable smart 
home systems, we incorporated both digital and tangible privacy 
tools in our study. Importantly, these tools do not offer the same 
feature set—a deliberate choice that contrasts with research focused 
on directly comparing matched tangible and digital dashboards [48]. 
Our aim is not to empirically compare tangible and digital interac-
tions for smart home privacy but to introduce a range of established 
and experimental tools across the tangible-digital spectrum. This 
approach allows us to study the real-world applicability of pri-
vacy features in future interoperable smart homes that integrate 
devices across different types, manufacturers, and ecosystems. To 
this end, we avoided replicating the tangible dashboard on the web 
application, instead designing a straightforward, responsive digital 
interface using standard UI components. This approach ensures 
our investigation balances familiar and experimental privacy tools 
to better understand their roles in an interoperable, privacy-first 
smart home hub. 

5 Results 
We conducted an in-depth qualitative analysis and an exploratory 
quantitative analysis. Given the sample size, the quantitative analy-
sis primarily complements the qualitative findings. 

5.1 Interview Findings 
We present the thematic analysis results under three themes: System 
Perception, System Interaction, and Physical vs. Digital. 

5.1.1 System Perception. This theme explores participants’ percep-
tions of the system components, including their views on the data 
stream visualization and the floor plan representation. Participants 
agreed that the engagement with the system raised privacy aware-
ness (P1, P3-P6, P8, P9). Especially the constant presence of the 
physical components in a prominent location, i.e., the hub and the 
dashboard, led to constant privacy reflections (P10, P11, P13): “Every 
time we left the house, we saw the dashboard and knew right away, 
okay, how is it set right now? In that sense, it was just much more 
visible. And because you had to set it yourself, I think you just thought 
a lot more about how it should be set for the hours when you leave the 
house” (P13). While some participants did not think that the sys-
tem helped them make better privacy decisions (P5, P7, P9), others 
emphasized that the system definitely did (P11-P13): “It helped me 
make better privacy decisions. Simply because I had to make decisions. 
Something that I hadn’t considered at all before” (P11). Some partici-
pants discussed that the system requires that users trust it to really 
protect their privacy as it claims to do (P1, P10, P13). Yet, in this 
regard, P10 stressed that the ecosystem was still the better choice as 
it reduces the complexity and, with that, the risk for privacy viola-
tions from multiple to only one device. Most participants liked the 
data stream visualizations (P1-P5, P7, P9, P10) and they discussed 
how they helped them understand the internal processes (P1, P4, 
P6, P12): “Being able to see how devices communicate with each other 
also highlights, so to speak, data security a bit, because it gives me 
the feeling that data becomes visible” (P4). Yet, P7 discussed how the 
constant flows might get annoying over time, especially if a user has 
a lot of smart devices that constantly trigger various data streams. 
In this regard, P11 suggested changing the behavior after an initial 
phase to only visualize unusual data streams, and P6 suggested 
only visualizing data streams that leave the internal network. In 
addition to the data streams, the privacy hub flashed in the respec-
tive color when a privacy state was changed. Yet, most participants 
stated that they had not noticed this visualization, and if so, they 
mainly considered it a visualization of the internal system status, 
i.e., signaling that the hub was connected and working (P1, P4, P10). 
Yet, P6 saw the visualization as a notification mechanism relevant 
in a co-inhabitant scenario: “When you change something without 
the consent of others, it’s definitely good to know that something has 
been altered because when you live with other people, it also concerns 
them.” Participants generally appreciated the floor plan representa-
tion (P1, P4, P7, P12), noting how it aided orientation and increased 
awareness of the number of smart devices in each room (P10). P12, 
who identified as non-technical, particularly valued the floor plan 
for its simplicity and clarity, finding it easier to understand than 
charts or tables. 
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5.1.2 System Interaction. This theme describes how participants 
used the system when they adjusted privacy states, why they did 
so, and how they integrated the system into their daily routines. 
For most participants, the PrivacyHub served as a control unit, 
i.e., to turn smart devices on and off (P3-P7, P9, P11, P13), as a 
privacy tool to switch between the privacy states (P1, P3-P5, P7, 
P8, P10, P12), and as a management tool to check the current state 
of their devices (P8, P10). Many participants changed between 
the privacy states when entering or leaving home (P10-P13), as 
P13 explains: “Most of the time, when I came home or when I had 
just left the house, I always thought about whether I needed the 
device when I was out and about and if not, then I left it on local 
or when I came home and realized, okay, now I’m at home anyway, 
now I only need local, then I switched it to local.” P10 described 
how adjusting the privacy state became part of their routine when 
leaving the house, similar to grabbing their purse and keys. Hence, 
P10 also said that they would place the dashboard next to their 
entrance to support this workflow better. Two participants stated to 
only switch to the online-shared mode when they actively needed 
the feature, i.e., wanted to use voice control (P12, P13): “I would 
just switch to shared when I wanted to use the feature. And then I 
would go right back to, like, localized” (P12). When participants 
were outside their homes, they would log in to the web application 
to check the privacy state and state of their devices, for example, 
to check if they had locked their door or to heat up the coffee 
machine before they arrived back home (P8, P10-P13). Regarding 
the different privacy states, participants appreciated the online-
shared mode for the enhanced feature set (P3, P5, P6, P11). At 
the same time, they appreciated how easy the system made it to 
restrict access again, effectively giving them a sense of autonomy: 
“Simply being able to just actively kick this thing out of the network 
so that it no longer has access to the devices, I think gives a very 
strong sense of security” (P4). Participants emphasized that having 
the option to adjust privacy settings whenever they wanted to felt 
empowering (P1, P4): “Just the fact that you have this range of options, 
where you can decide for yourself how much security is important to 
me personally, I think, also gives you a bit of security, because you 
have the feeling that you have it in your own hands and not that 
it’s simply predetermined and you have to accept it” (P4). Yet, three 
participants stated they had changed the privacy state only once 
and then just kept it as it was (P6, P8, P9). While some participants 
found the privacy states intuitive and easy to understand (P3, P10, 
P11), two participants stated that the wording of online and online-
shared could be improved as they were initially confused about the 
difference between the two modes (P8, P10). Finally, we also asked 
participants whether they engaged with the history feature in the 
web app. Yet, most participants (P1, P3, P6, P8-P10, P13) did not 
engage with the history feature, and those that did use it mainly 
for activity insights, i.e., to see when which devices were active 
and track their own activity and behavioral patterns (P3, P4, P5). 
P10 stated that the history feature was not useful due to the limited 
study duration of one week but that they could imagine receiving 
a monthly summary might be helpful to optimize device usage or 
gain insights into privacy-sensitive devices. 

5.1.3 Physical vs. Digital. In this theme, we report participants’ 
discussions around the physical and digital aspects of the ecosystem 

and what they perceived as their strengths and weaknesses. The 
ecosystem allows users to control their devices and set the privacy 
states either digitally or physically by turning the proxies on the 
dashboard. Five participants preferred the digital (P1-P4, P6), and 
six participants the haptic interaction (P5, P7, P8, P10, P11, P13). In 
regards to the haptic interaction, participants liked that it felt more 
direct and easier as they could simply walk up to the board and 
turn the proxies instead of having to get their phone and pull up 
the website (P10-P13): “It was simply quickest. Rather than taking 
out my phone, it was easier to just flip a switch” (P13). Participants 
found this process especially tiresome outside of their homes, as the 
remote version of the web app required them to log in (P7, P10, P12, 
P13) and P13 even admitted that, despite considering themselves 
privacy-conscious, they did not change the privacy settings because 
they were too lazy to visit the website and log in. Here, participants 
suggested having an app instead of a website to reduce frequent 
logins and make the interaction more seamless (P3, P5, P8, P12, 
P13). In contrast, participants who preferred the digital interaction 
found it more convenient as they could remotely control devices 
and did not need to walk up the board. Three participants liked the 
haptic interaction as they considered it fun to use (P7, P9, P12), and 
P6 and P10 said they trusted the haptic interaction more to really 
deactivate a device or change a privacy state successfully: “You can 
kind of, I don’t know, flip the switch, like in a circuit breaker, and 
say, okay, now it’s really off” (P10). Moreover, P10 made changing 
privacy states part of their daily routine, and they emphasized how 
the physicality fits better into their workflow: “When you put down 
your keys, put down your wallet, and then you can quickly use the 
knob, I think that’s more in line with my personal workflow, [...] I 
think this is more my hardware workflow for when you’re heading 
out.” Participants also discussed how the physical dashboard was 
especially helpful for visitors as it enabled them to directly see 
which devices were installed and in which mode they were in – 
something not possible with only a digital application (P1). In this 
regard, participants discussed how the dashboard triggered privacy-
centered conversations with visitors (P11-P13): “It definitely raised 
some questions, and I think for some people, it made them think, 
’Okay, maybe I need to consider this more carefully” (P11). Visitors of 
H6 not only asked questions about the board but actively engaged 
with it by changing states and triggering data flows. Participants 
also liked the physical dashboard as it had a single purpose and, 
thus, argued that the dashboard could not be simply replaced with 
a screen (P3, P8, P10, P12): “I couldn’t just ignore it. I liked this 
conscious connection” (P3). However, many participants also found 
the dashboard in its current version too big and would only use 
it on a day-to-day basis if it was smaller (P1-P3, P6, P10-P13). Fi-
nally, participants argued that the digital and physical components 
complement each other nicely (P3-P5, P8-P13): “I would like both. 
Because I don’t always want to have a smartphone with me when I’m 
at home [...] but also when I’m away it would be cool if I forgot to 
change something to have access to it on my smartphone” (P12). 

5.2 Quantitative Results 
We examined how often participants adjusted states and whether 
they used the physical or digital components. Additionally, we com-
pared participants’ responses to our self-defined questions before 
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(a) Digital vs. physical privacy change (b) Chosen privacy states (c) Total time per privacy state 

Figure 9: (a) shows the frequency of households using the tangible dashboard and digital web application to adjust privacy 
states, (b) illustrates the privacy states to which devices were set, and (c) shows the total hours households spent in each state. 

and after the study to assess the system’s impact on their attitudes 
toward privacy and smart homes. 

5.2.1 Private State Changes. We found that participants changed 
privacy states more frequently using the tangible dashboard (𝑁 = 
244) than the web application (𝑁 = 203). Yet, reviewing households 
individually, we see stark differences, see Figure 9a. Three house-
holds (H1, H3, H4) changed the privacy state more often using the 
digital applications, and three households (H2, H5, H6) preferred 
the physical dashboard. The households most often set their devices 
to the online-shared state (𝑁 = 202), second most frequently to 
online (𝑁 = 185), and least often to local (𝑁 = 154). Yet, we also 
see that all states were used in each household, indicating that 
households switched between the different states depending on 
their needs, see Figure 9b. On average, households spent the most 
time in the online (𝑀 = 230.76 ℎ𝑜𝑢𝑟𝑠 , 𝑆𝐷 = 256.01, 𝑚𝑖𝑛 = 28.63, 
𝑚𝑎𝑥 = 714.89), followed by the online-shared (𝑀 = 192.28 ℎ𝑜𝑢𝑟𝑠 , 
𝑆𝐷 = 283.97, 𝑚𝑖𝑛 = 5.35, 𝑚𝑎𝑥 = 761.66), and the least amount of 
time in the local state (𝑀 = 178.55 ℎ𝑜𝑢𝑟𝑠 , 𝑆𝐷 = 159.19, 𝑚𝑖𝑛 = 28.72, 
𝑚𝑎𝑥 = 471.80). This indicates that, while there is a clear prefer-
ence for certain states, there is significant variability in how long 
households kept devices in each state, see Figure 9c. For example, 
H2, despite most frequently switching to the online-shared state, 
remained in this state for only very short periods, likely switching 
to online-shared only when necessary. 

5.2.2 System Usability Scale. We asked participants to rate the 
usability of the ecosystem’s digital components (i.e., hub and web 
application) as well as the tangible dashboard. The tangible compo-
nent received a mean rating of 79.38 (𝑆𝐷 = 12.93) and the digital 
components a mean rating of 81.04 (𝑆𝐷 = 7.42), indicating good us-
ability of both systems according to established average values [1]. 

5.2.3 Participants’ Attitude Towards Privacy and Smart Homes Be-
fore and After the Study. Next, we compared the participants’ ratings 
of our self-defined questions (𝑄 −𝑆 1  8) to investigate the impact 
of our ecosystem on participants’ perception of privacy and smart 
homes, see Figure 10. The plot shows that while the perceived famil-
iarity with smart home systems did not increase substantially (𝑄𝑆 1), 
the ratings for the perceived importance of privacy (𝑄𝑆 2), feeling 
of perceived control over privacy (𝑄𝑆 5), knowledge of how to pro-
tect private data (𝑄𝑆 7) and participants’ perception of how well-
informed they are about privacy-relevant processes in their smart 

home (𝑄𝑆 8) increased considerably. At the same time, the ratings 
for the importance of the features (𝑅𝑄𝑆 3) or privacy (𝑄𝑆 4) of a 
smart device decreased, as well as participants’ worry about their 
private data in their smart home (𝑄𝑆 6). 

6 Discussion 
To the best of our knowledge, PrivacyHub is the first functional pro-
totype to provide cross-platform tangible privacy control features 
for both device users and bystanders. While prior work has explored 
the concept of tangible privacy, these efforts primarily focused on 
awareness features, such as a wooden dashboard [50], or were lim-
ited to mock-ups that precluded in-the-wild studies [15, 37, 42]. In 
contrast, our working prototype allowed us to gather real-world 
insights into people’s lived experiences and perceptions of tangible 
privacy control coupled with awareness features. These insights 
are particularly valuable in privacy research, which often relies 
on online surveys and interviews without functional prototypes, 
making our findings potentially more robust and resistant to the 
privacy paradox [20]. 

In the following, we discuss how participants perceived the inter-
action with a privacy-centered interoperable smart home ecosystem 
and what role the tangible and digital features played in the inter-
action. Finally, we discuss how PrivacyHub increases awareness 
and control for smart home users. 

6.1 From Burdensome Task to Daily Routine: 
The Hub as a Lever for Transforming 
Privacy Management 

We explored how users perceive privacy first in their interactions 
with a cross-ecosystem smart home hub (RQ1). Our findings re-
vealed that many participants integrated privacy management and 
decision-making into their daily routines. Participants noted that 
the ecosystem, particularly the dashboard, made managing privacy 
so easy and convenient that it no longer felt burdensome. Many 
even described interacting with the dashboard as fun and engag-
ing. This is encouraging, as it highlights the ecosystem’s potential 
to tackle the widely recognized privacy paradox, where users ex-
press concern for their privacy but fail to take steps to protect 
it [20]. Prior literature identifies complexity and effort as signif-
icant barriers to effective privacy management [22]. Universally 
available control hubs that seamlessly integrate into daily routines, 
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Figure 10: Ratings of 𝑄𝑆 1 − 8 before and after the study.

like the one studied here, could address this challenge. Participants 
also highlighted the importance of the dashboard’s placement in 
supporting their workflow. Many participants found entering and 
leaving their apartments to be ideal moments for adjusting privacy 
states. Placing the board near the entrance could make this process 
more intuitive, allowing it to become part of their routine, much 
like grabbing their keys. In fact, the entrance area was already 
suggested by prior work as a suitable location for smart home pri-
vacy dashboards [50]. However, we observed that when privacy 
management did not align with a convenient moment, users of-
ten avoided it. Even self-identified privacy-conscious participants 
tended to forgo privacy management when it required too much 
effort. Here, an app instead of a website that does not require users 
to log in for every interaction can already be a suitable solution. 
In this regard, integrating privacy management features, such as 
connectivity control, into publicly available and frequently used 
apps, such as Apple’s Home App, might be promising to foster 
active privacy engagement. Overall, these insights show that when
privacy management becomes seamless and effortless, it can become 
part of daily routines, removing some of the most prominent barriers 
to effective privacy protection: effort and complexity. However, achiev-
ing this requires that privacy tools support opportune moments and 
seamlessly blend into existing workflows. 

6.2 Strengthening the Case for Tangible Privacy: 
Physical Interaction as a Driver for 
Engagement 

Our second research question revolved around how tangible and 
digital privacy features impact highly interoperable smart home 
systems (RQ2). In our study, the majority of participants preferred
the tangible interaction as they characterized it as more direct, 
trustworthy, easy, and fun. Moreover, as we required participants 
to place the dashboard in a prominent location, they were con-
stantly confronted with it, which reminded them to engage with 
privacy management. This is a unique advantage of the tangible 
compared to the digital component; since the digital application 
requires users to actively retrieve it, it cannot foster engagement 
when the user does not already intend to engage with privacy man-
agement. Moreover, the prominent placement provided a unique 
opportunity for bystanders to engage in privacy-related discus-
sions. Prior work argued that bystanders need methods to engage 
with privacy as they often do not have similar opportunities as 

the device owner to act according to their privacy preferences or 
to engage with privacy regulations before being confronted with 
smart devices [30, 49]. Similar to prior work that found that privacy 
dashboards led to privacy discussions with bystanders [50], we 
also found that bystanders expressed interest and asked questions 
about the dashboard. Yet, in contrast to the dashboard from prior 
work, our tool allowed actual privacy control, leading to bystanders 
not only expressing interest but also actively engaging with the 
dashboard by changing states and triggering visualization flows. It 
would be interesting for future work to observe whether bystanders 
actually act according to their preferences and adjust privacy states 
or if they would avoid the social conflict as suspected by Windl 
et al. [50]. If this were the case, such a privacy hub might be es-
pecially valuable in a scenario where the bystander does not have 
direct contact with the device owner, such as in short-term rental 
scenarios. Indeed, our hub might fulfill the need identified by Mare 
et al. [34]: “We propose creating a smart home dashboard for guests.
Such a dashboard could show guests relevant information about the 
devices in the Airbnb and provide an interface to control them.” 

While we found differences in individual preferences, with some 
participants preferring the tangible and others preferring the digital 
interaction, we could not necessarily relate this to participants’ tech-
savviness, i.e., to their ATI score or whether they self-identified as 
pilot or passenger users. This stands in contrast to related work 
that argues that a higher technical affinity comes with a higher 
preference for tangible mechanisms [13]. Here, Delgado Rodriguez 
et al. [13] further argue that their findings challenge prior work’s 
suggestions to develop tangible mechanisms, especially for non-
tech-savvy groups or the elderly. While our findings should be 
interpreted cautiously due to the limited sample size, our work in-
dicates that the investigation of tangible mechanisms benefits from 
lived experiences as they may need to be experienced firsthand to 
be fully understood – especially by the less tech-savvy population. 

While we found strong arguments for tangible interaction, par-
ticipants highlighted that the digital app complemented the system 
effectively. They used it as a remote control when they were out of 
reach of the dashboard or when they were outside the house, mak-
ing interaction with the physical board impossible. This suggests 
that tangible privacy controls should not replace digital alternatives; 
instead, both need to coexist, each contributing its own strengths. 

Our findings strengthen the argument for tangible privacy. Not 
only did the majority prefer interacting with the tangible dashboard, 



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Windl et al. 

but it also fostered engagement through direct, trustworthy, and fun 
interactions. This not only encouraged device owners to manage pri-
vacy but also enabled bystanders to participate in privacy-centered 
discussions. Further, our results suggest that tangible mechanisms 
might need to be experienced first-hand to be fully understood, espe-
cially by a less tech-savvy population. Despite these strong arguments 
for tangibility, we recognize the value of supplementing physical with 
digital components to ensure an effective and user-friendly ecosys-
tem. Offering both tangible and digital mechanisms by leveraging 
their individual strengths further contributes positively to the call for 
inclusive privacy [50]. 

6.3 PrivacyHub: Increasing Awareness and 
Control Through a Cross-Device Smart 
Home Ecosystem 

The dashboard’s prominent placement, combined with data flow 
visualizations, encouraged continuous privacy reflection and raised 
users’ privacy awareness. Participants noted that the flow visu-
alizations helped them understand their devices’ internal states 
and processes, increasing their awareness of data being sent and 
processed. This insight is significant for future research, as pre-
vious studies have explored privacy data visualizations in smart 
homes [6, 41], but none have directly examined their impact on 
users’ understanding and awareness of privacy-relevant processes. 
The hub provided a visual awareness signal by flashing in the 
respective color whenever a privacy state was adjusted, alerting 
co-inhabitants to digital changes. Users appreciated this feature as 
it allowed them to reassess their comfort in real-time and adjust 
their privacy settings as needed, effectively enhancing their privacy 
autonomy. Questionnaire results reinforced findings from the in-
terviews: Participants rated their perceived importance of privacy 
higher post-study, indicating that the system effectively increased 
their awareness. Further, they rated their perception of how well-
informed they are about privacy-relevant processes more positively, 
indicating that the data flows fulfilled their educational purpose. 
The control features further enhanced participants’ sense of agency, 
as they reported greater perceived control and knowledge of how 
to protect their private data. Simultaneously, their concerns about 
private data in smart homes decreased, along with the perceived 
importance of device privacy features, suggesting a more balanced 
perspective. These findings align with research on interactive pri-
vacy labels, which show that visualizing privacy/feature trade-offs 
helps users make informed decisions [46]. Our findings suggest 
a similar effect, promoting a more balanced perspective on smart 
devices and indicating that a smart home hub could facilitate smart 
device adoption by reducing concerns and reshaping users’ pri-
orities. The hub enhanced users’ privacy awareness and perceived 
control, granting them greater autonomy over their privacy. Addi-
tionally, it could benefit device manufacturers by encouraging smart 
device adoption, ultimately making our findings valuable for both 
privacy research and industry development. 

6.4 Interoperability As Vehicle for Privacy 
The digital and tangible privacy tools developed as part of Priva-
cyHub could ultimately be paired with any number of existing 
proprietary and non-proprietary smart home ecosystems. Such 

integrations would require individual adaptation to single manufac-
turers or ecosystems and protocols (e.g., Apple HomeKit, Amazon 
Alexa, or Google Home). We argue that our findings on privacy 
tools are valuable and relevant to the broader field of smart home 
privacy research and development. We emphasize that the abil-
ity to integrate our privacy tools with technologies and protocols 
like Matter and Thread, which enable smart home interoperability, 
provides a timely and unique perspective. Our work showed that 
users largely overlooked the complexities of differing device types, 
sensing capabilities, and manufacturers. Instead, they intuitively 
engaged with smart devices through unified digital and tangible 
privacy interfaces. This seamless interaction allowed them to easily 
navigate new smart home paradigms, such as connectivity control 
and data transmission visualization. These findings highlight not 
only the value of interoperability for simplifying smart home setup 
and operation but also its critical role as a foundation for effective 
privacy management. While it would be ideal for commercial Mat-
ter hubs to support similar privacy features, such functionality is 
currently unavailable, and there is no indication that manufacturers 
are working towards implementing it. Even if they could do so, the 
question arises whether they would also choose to extend these 
features to devices from other manufacturers. We developed Pri-
vacyHub independently, without industry dependencies, allowing 
us to focus on creating user-centric privacy features. Based on our 
findings, we strongly advocate for other hubs to adopt interoper-
able privacy features to promote transparency and control across 
smart home ecosystems. Introducing consistent privacy interfaces 
across manufacturers and device types will strongly help to push 
the availability of privacy tools in smart homes. In this context, we 
note that we do not aim to prescribe the exact same set of tangible 
and digital tools as a reference implementation for future inter-
operable smart homes. Rather, we argue for cross-ecosystem hubs 
to offer a range of privacy tool options that follow established UX 
and interaction concepts. Smart home users can then decide which 
privacy tools to add and combine in their homes, carrying the concept 
of interoperability from smart home devices all the way to privacy 
awareness and management tools. 

6.5 Limitations and Future Work 
We designed PrivacyHub to provide granular network control and 
raise privacy awareness through data flow visualization. However, 
the system does not currently include functionality for monitoring 
or controlling network traffic, such as ARP spoofing or other traffic 
interception techniques [24]. This design choice was intentional, 
as we focused on offering transparent and tangible control over 
devices rather than implementing advanced security features. Yet, 
future iterations could integrate these features to enhance security, 
ideally in collaboration with IT security specialists. 

The technical complexity of our ecosystem limited us to a single 
prototype, refined to operate error-free and without researcher 
involvement over extended periods. This restriction slowed the 
study, as we could test only one household at a time, resulting in a 
small sample size. Convenience sampling further constrained the 
participant pool to nearby individuals, skewing the sample toward 
younger, more educated users. While this impacts generalizability, 
the in-the-wild study provided unique insights into users’ lived 
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experiences and behaviors, which are challenging to capture in lab 
settings. Future studies should include a larger and more diverse 
sample to enhance generalizability. 

The study’s one-week duration, common in similar HCI re-
search [9, 23, 47], may have led to a novelty effect. Participants 
found the system engaging but noted that features like data flow 
visualizations might feel repetitive over time. However, they sug-
gested that functions like the history feature could reveal greater 
value over extended use. Future research with a longer study dura-
tion could better evaluate the system’s long-term utility. 

Currently, our prototype supports only a limited set of devices, 
which are not among the most privacy-sensitive, such as micro-
phones and cameras [49]. While Matter-enabled devices offer ad-
vanced encryption and interoperability, the standard does not dic-
tate privacy practices, and participants were likely unaware of its 
benefits. Therefore, we do not believe Matter introduced bias into 
their privacy perceptions. However, limiting the study to Matter-
supported devices may impact the generalizability of our findings. 
Future iterations should integrate a broader range of devices, includ-
ing more privacy-sensitive ones, to provide a more comprehensive 
evaluation of privacy concerns. 

Our system also does not yet provide granular privacy controls 
for individual sensors, such as disabling a smart speaker’s micro-
phone while allowing it to play music. This limitation exists because 
current devices lack hardware or API support for sensor-level ad-
justments. Incorporating such features in the future would greatly 
enhance the system by addressing users’ diverse privacy concerns 
regarding different sensor types [49]. Adding simple on/off con-
trols alongside connectivity management could further improve 
the system’s adaptability to diverse privacy needs. 

Another limitation was the inability to integrate participants’ 
existing smart home devices. Due to the early development stage of 
the Matter standard, which supports only a limited range of devices, 
we selected three sample devices for the study. While this provided 
valuable insights by enabling real interaction, the experience would 
have been more natural if participants used their own devices, 
which are already part of their routines. Future research should 
revisit this approach as Matter matures and supports more devices. 

Our dashboard was relatively large, a design choice that some 
participants criticized, with several suggesting they would prefer a 
smaller version. We opted for this size in response to recent calls 
for more inclusive smart home privacy [50], aiming to enhance 
usability for visually impaired individuals and the elderly. However, 
we recognize that a smaller size could also be beneficial, as it would 
make the dashboard easier to integrate into a home environment. 
Therefore, future iterations of the dashboard should be available in 
multiple sizes to accommodate diverse user needs. 

7 Conclusion 
We built a functional smart home cross-device privacy hub featur-
ing a smart home hub, a tangible dashboard, and a web application. 
The system provides control by allowing the adjustment of privacy 
states and raises awareness by visualizing data flows. By deploying 
the dashboard in six households and with 13 participants over one 
week, we found that the system effectively raised participants’ pri-
vacy awareness and feeling of control, led to more privacy-driven 

decisions, and enhanced their understanding of privacy-relevant 
processes. We further found that most participants preferred chang-
ing privacy states through the haptic interaction, even though this 
preference varied by participant. Participants especially appreci-
ated the haptic interaction for being more direct and trustworthy 
and providing continuous reflections, which was also beneficial for 
bystanders as it allowed them to engage in privacy-focused discus-
sions. Finally, we saw how participants successfully integrated the 
privacy hub into their daily routines, eventually transforming pri-
vacy management from a burdensome task to part of their routines. 
We, thus, conclude that cross-ecosystem hubs can contribute to 
effective privacy management and emphasize the role of interoper-
ability as a vehicle for the wider accessibility of privacy awareness 
and control in smart homes. 
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A Appendix 

A.1 Questionnaire 
A.1.1 Demographics. 

QD1 How old are you? 
QD2 Which gender do you most identify with? 
QD3 What is your current primary occupation? 
QD4 What is the highest degree you have received? 
QD5 How many smart devices are in your household? 

A.1.2 User Type. 

QU1 Please indicate which user group you identify with more. 
Pilot user: A user who is responsible for installing, config-
uring, and regularly using smart devices in the home as part 
of their everyday life. 
Passenger user: A user whose daily life is influenced by 
smart devices in their home—either through their own use 
or through the use of someone else—but who has not set up 
or configured the devices themselves. 
Please indicate which user type applies to you. 

A.1.3 Smart Home Experience and Privacy Awareness. 

QS1 I am very familiar with smart home systems. 

QS2 Privacy is very important to me. 
QS3 The features of a smart device are my top priority. 
QS4 Privacy protection is my top priority when choosing a smart 

device. 
QS5 I feel in control of my private data in my smart home. 
QS6 I worry a lot about my private data in my smart home. 
QS7 I know how to protect my private data in my smart home. 
QS8 I feel well-informed about what happens to my private data 

in my smart home. 
QS9 How often do you use smart home devices? 

A.1.4 Interview Questions. 

QI1 Which feature of the system did you use the most? 
QI2 When did you make changes to the privacy states? Why? 
QI3 How intuitive was it for you to set privacy states for different 

devices? Why? 
QI4 Where did you mostly configure the privacy states (web 

application vs. tangible dashboard)? Why? 
QI5 How has your awareness or attitude toward privacy changed 

through your interaction with the system? 
QI6 Would you use the system in your daily life (outside of the 

study context)? Why? Which parts of it? 
QI7 Would you recommend the system to your friends or family? 

Why or why not? 
QI8 Did you encounter any issues while using the system? If yes, 

which ones? 
QI9 How secure (in terms of privacy) did you feel when using 

the system? 
QI10 What additional features would you like the system to have? 
QI11 Has the system helped you make better decisions regarding 

privacy in your smart home? If so, how? 
QI12 How did you perceive the interaction with the website? 
QI13 How did you perceive the visualizations of the LED ring? 
QI14 When did you use the online website, and why? 
QI15 What insights did you gain from the history feature? 
QI16 Did you connect a third-party hub to the system? What were 

your experiences with this feature? 
QI17 What would you improve about the hub? 
QI18 How did you perceive the tangible interaction with the dash-

board? Do you find a tangible or a purely digital experience 
more comfortable? Or a mix of both? 

QI19 How did you perceive the visual representation of data flows 
on the dashboard? 

QI20 How did the visualizations of data flows on the dashboard 
affect your perception of privacy? 

QI21 How helpful was the dashboard in managing and monitoring 
your smart home? 

QI22 What would you improve about the dashboard? 
QI23 Do you have any other comments? 
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