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The Skewed Privacy Concerns of Bystanders in Smart
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Fig. 1. Two interactions between the device owner and a bystander as shown in the survey; a) features a

smart home device, i.e., a smart display, b) shows a personal computing device, i.e., a smartphone.

As ubiquitous computing brings sensors and actuators directly into our homes, they introduce privacy
concerns for the owners and bystanders. However, privacy concerns may vary among devices and depend
on the bystanders’ social relation to the owner. In this work, we hypothesize 1) that bystanders assign more
privacy concerns to smart home devices than personal computing devices, such as smartphones, even though
they have the same capabilities, and 2) that a stronger social relationship mitigates some of the bystanders’
privacy concerns. By conducting an online survey (n=170), we found that personal computing devices are
perceived as significantly less privacy-concerning than smart home devices while having equal capabilities.
By varying the assumed social relationship, we further found that a stronger connection to the owner reduces
privacy concerns. Thus, as bystanders underestimate the risk of personal computing devices and are generally
concerned about smart home devices, it is essential to alert the user about the presence of both. We argue that
bystanders have to be informed about the privacy risks while entering a new space, in the best case, already
in the entrance area.
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1 INTRODUCTION
Smart homes promise great convenience, as they automatically adjust the temperature, control
lights, or allow receiving answers to questions just by saying them out loud. To provide such
functionalities, smart home devices are equipped with various sensors and processing power of
sensitive data. Yet, not only homes are getting smarter with the integration of sensors, voice
assistants, and cameras. But also personal computing devices, such as smartphones, laptops, or
smartwatches, have the same capabilities [9, 16, 31]. While such devices offer great convenience,
they also pose privacy threats, such as detecting sleeping or eating patterns [33], disclosing pin
codes [32], or gaining remote control [11]. As even smart home device owners have remaining
privacy concerns [24], offering a safe space for bystanders (people merely using the space) is crucial.

In the context of smart homes, research has paid special attention to the privacy of bystanders [1,
29, 42]. In this work, we define the term bystander as people who are neither the owners nor the
primary users of a device but are nevertheless exposed to it. In the context of smart home devices,
this could, for instance, be guests in a hotel or visitors in private homes. In the context of personal
computing devices, this could be a person standing next to someone using their smartphone.
Often, bystanders can not choose but are implicitly forced to engage with technology, such as
when they visit someone that has smart appliances. Moreover, bystanders do not have the same
rights as the device owners, such as turning off devices, removing them, or reviewing and deleting
data. They also face strong contextual variations as their role changes depending on their social
relationship with the device owner [42]. Therefore, the privacy of bystanders deserves special
attention. Moreover, research about privacy concerns towards smart personal computing devices
has not experienced the same uptake as research about smart home devices, even though those are
equipped with similar sensors and capabilities and thus, pose equal threats to the user’s privacy.
Interestingly, there seems to be an illogical discrepancy between the perception of smart home
devices and personal computing devices. When entering a private space with a smart home device,
we often see people getting nervous about the device’s presence or even expressing wishes to
unplug or deactivate it. In contrast, people only very seldomly report privacy concerns when a
person in their vicinity uses their smartphone or smartwatch – even though both are equipped
with the same capability: a voice assistant.

Our paper aims to fill this gap in the literature by investigating how privacy concerns of by-
standers are affected by the type of device. Here, we investigate personal computing devices (e.g.,
smartphones) and smart home devices (e.g., smart displays) as they offer the same capabilities in
different form factors. In detail, we survey 10 different devices (five from each group). Moreover,
since Yao et al. [42] suggested that the social relationship with the owner impacts the privacy
concern, we also study five different relationships (family member, friend, colleague, homestay,
and hotel as device owner). We conducted an online survey with 170 participants to understand
both impact factors.

Our survey results show that bystanders generally have privacy concerns with all types of devices,
especially when equipped with cameras and microphones. Further, we could also quantify the
subjective perception that bystanders have significantly stronger privacy concerns in the vicinity
of smart home devices than personal computing devices, highlighting the skewed perception of
privacy. Finally, we show that privacy concerns are affected by social relationships. The general
trend is that privacy concerns increase with a lower social relationship. As such, both designers and
owners of advanced tracking and processing capabilities need to take care of the owner’s privacy
and the people in the vicinity of the devices. We summarize that alerting bystanders about smart
home devices is similarly important to alerting and educating them about personal computing
devices before coming into contact.
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2 RELATEDWORK
In the following, we first describe why privacy is an important factor to consider in smart home
environments and when interacting with personal computing devices. We then explain the special
role of bystanders and why their privacy deserves special recognition.

2.1 Privacy Concerns Smart Home Devices
Previous work argued that smart homes require special attention since here, data gets collected in
the most intimate spaces, and thus, privacy is subject to societal and legal expectations [5, 25, 45].
Indeed, research has already revealed how data collected from smart homes can be used to reveal
identities or retrace user behaviors [3, 35]. For example, Molina-Markham et al. [33] showed how
data from smart meters can be used to infer the number of people in a household, their sleeping
patterns, or their eating routines. In the context of video surveillance systems, Obermaier and Hutle
[35] showed how vulnerabilities can be exploited to blackmail users by denial of service attacks,
injecting forged video streams, or gaining access to private video data. By analyzing the encrypted
network traffic from four different smart home devices, Apthorpe et al. [3] revealed potentially
sensitive user interactions. They showed how the traffic from smart sleep monitors correlated with
the times the user was asleep.
Yet, research found that users are often unaware of the possible dangers and vulnerabilities

caused by smart home appliances [15]. For example, Malkin et al. [27] found that users are uncertain
about the kinds of data collected and used when interacting with SmartTVs. Similarly, in the context
of smart speakers, Malkin et al. [28] found that just about half of the 116 people surveyed were
aware that their data gets permanently stored, and only very few users reported having ever
deleted information. In addition, while many users reported being concerned about data collected
by microphones or cameras, users were skeptical about privacy threats of smart home devices
without these capabilities [6, 8, 45].

Even though users are often uncertain about the specific kinds of data collected, many still feel
uneasy when in the vicinity of smart home devices and can name specific concerns when explicitly
asked. For example, Barbosa et al. [5] found that users would mostly deny information flows that
allow inferring demographics such as age or gender or allow monitoring communications or habits
and lifestyles. Not surprisingly, they were most comfortable with information flows needed for the
primary intended purpose of the smart home device. By surveying IoT adopters and non-adopters,
Lafontaine et al. [24] found that both groups share similar concerns, primarily that the device
might transmit additional data without consent or that there might be security loopholes. Current
non-adopters of smart speakers named privacy concerns among the main reasons for not adopting
the devices [25]. Specifically, they reported being concerned about the speakers always listening,
targeted advertising, and third-party sharing. Besides, they mentioned explicit distrust in the
manufacturers. Interestingly, this is in direct contrast to the users of smart devices, whose trust in
the manufacturers is one of the main reasons for not having privacy concerns [25, 41, 45].

2.2 Privacy Concerns Personal Computing Devices
Mobile devices are equipped with various sensors that enable a multitude of interactions by
inferring aspects of the context of use [31]. Wearable technologies, for example, continuously
collect geolocation, habits, activities, and physical and emotional states [16]. Albeit the comfort
and functionalities these sensors promise, they also expose users to privacy risks since they can
potentially deduce sensitive information [16]. Yet, in the context of smartwatches, users expressed
little to no privacy concerns [38]. When asked, they mentioned not believing to fall victim to a
privacy attack. The reasons are that many users are unaware of the privacy risks associated with
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mobile sensors or that they are generally unfamiliar with the various types of sensors [22, 32]. In fact,
the less familiar participants are with a sensor the less risk they associate with it [32]. Nevertheless,
such attacks are possible and not unlikely. For example, Mehrnezhad et al. [32] showed how users’
PIN codes can be inferred using JavaScript and the mobile and motion sensors of smartphones
without requiring any further permissions. In the context of motion sensors, Kirsten Crager [22]
found that most users were unaware of privacy threats related to those sensors, except for location
tracking. However, by confronting users with videos of attacks that exploited the capabilities of
motion sensors, they also showed that users could be educated about privacy threats since they
expressed genuine concerns afterward.

Another possible source of privacy concerns are voice assistants that increasingly get integrated
into personal computing devices, such as smartphones, smartwatches, and laptops. In the context of
smartphones, research has already shown how voice assistants can be exploited for attacks through
the phone speaker without requiring any permission from the system. By playing prepared audio
files, the malware can forge emails and SMS, transmit sensitive data and gain remote control of
smartphones [11]. Cowan et al. [9] showed how infrequent users of voice assistants have privacy
concerns regarding the purpose of data collection and storage. They suspected the data to be
collected and monetized. Participants also expressed being more concerned about interpersonal
data than, e.g., banking or health information.

2.3 Privacy Concerns of Bystanders
Bystanders often can not consciously decide to interact with a smart device but are implicitly forced
to do so when visiting someone else’s home. For example, if said home is equipped with smart
lights or a smart doorbell. Additionally, since guests are not the primary users, they often have
to interact with the technology without having the possibility to engage with its privacy policy
beforehand [25]. Another factor that makes bystanders unique is their potential to switch social
roles in different situations, for example, when visiting a friend versus when being a guest in a
holiday home [42]. Yao et al. [42] were the first to explicitly investigate the privacy perceptions of
bystanders in smart homes. Though bystanders recognized the benefits of adopting smart home
devices, they also expressed several concerns. They were most concerned with temporary resident
and playdate scenarios and data captured by microphones and videos. Bystanders also reported
ways to mitigate their privacy concerns, including covering security cameras or moving devices to
less privacy-sensitive rooms, such as the kitchen. Mare et al. [29] investigated the privacy concerns
of guests in Airbnb rentals. They found that guests were most concerned about hosts spying on
them, experiencing discrimination based on their behavior that might be captured by the smart
devices, and being exposed to security risks as hosts might not take sufficient security measures.
Finally, participants also mentioned mistrusting the manufacturers of smart devices. Ahmad et al.
[1] argue that tangible privacy mechanisms are needed for bystanders to successfully assess the
state (i.e., if a device is off or on) and associated privacy risks of smart devices.
The privacy of bystanders has also been studied in other contexts outside of smart homes.

Denning et al. [10] found that bystanders assumed augmented reality glasses were capable of
recording, and thus, reacted negatively when being exposed to these devices and expected to be
asked for consent. In the context of lifelogging cameras, users reported being concerned about the
privacy of bystanders and chose to discard or not share the captured footage [19, 20]. Wang et al.
[39] investigated bystanders’ concerns towards drones and found that they were concerned about
stalking and being surveilled. Yao et al. [43] additionally found that bystanders were concerned
about their faces being recognized in drone footage.
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3 HYPOTHESES
We aim to quantify the discrepancy in bystanders’ perception of smart home devices compared
to personal computing devices. While bystanders’ privacy in smart homes has become prevalent
in recent research [1, 29, 42], we do not see equal development concerning personal computing
devices. This is intriguing since they share equal capabilities and thus pose similar threats to the
users’ privacy [11, 16, 22, 31, 32]. Thus, our paper investigates the privacy concerns of bystanders
towards personal computing devices and smart home devices. We approach this through five
hypotheses:

H1 Prior work found that privacy concerns vary depending on the device. For example, devices with
microphones and cameras were generally perceived as more concerning [6, 8, 45], while partic-
ipants reported very few concerns about smartwatches [38]. Therefore, we set Hypothesis 1
(H1): Different devices pose different privacy concerns.

H2 Even though users are often uncertain about the specific risks [15, 27, 28, 45], many still feel
uneasy when in the vicinity of smart devices [5, 24, 25]. Especially, current non-adopters named
privacy concerns as the main reason for not engaging with the technology [25]. We find that
the privacy of bystanders has been investigated in several contexts as research recognizes
their unique role of often being unwillingly exposed to technology [25]. However, while
bystanders’ privacy in smart homes has become prevalent in recent research [1, 29, 42], their
privacy perceptions of personal computing devices have been neglected. Indeed, research even
found that people do not associate privacy concerns with those devices [38], even though they
share equal capabilities and thus, pose similar threats to bystanders’ privacy [11, 16, 22, 31, 32].
Therefore, we hypothesize that users are less privacy-aware of risks associated with personal
computing devices than they are in smart home environments. Thus, we set Hypothesis 2a
(H2a): Bystanders perceive smart home devices as generally more privacy-concerning
than personal computing devices.
Even though users are often uncertain about the specific kinds of data collected, they are still
able to report concrete concerns when asked explicitly about them [5]. We hypothesize that
not only the general concern but also the specific concerns are skewed towards smart home
devices. Thus, we set Hypothesis 2b (H2b): Bystanders perceive smart home devices as
more privacy-concerning in terms of data access, data processing, data storage, profile
building, and data theft than personal computing devices.

H3 Findings by Yao et al. [42] suggest that “bystanders face strong contextual variations” due to
factors such as length of stay and “perceived social relationships with the owners.” Thus, we
want to understand the impact of the relationship in this first investigation. As stronger social
relationships come with a stronger familiarity and trust in the person, we hypothesize that
bystanders will associate fewer privacy concerns with a device owned by a family member
than with one owned by a stranger. Accordingly, we set our Hypothesis 3 (H3): A stronger
social relationship with a device owner reduces privacy concerns.

H4 Naeini et al. [34] showed that the location influenced participants’ level of comfort in the
sense that they were more uncomfortable with data being recorded in private spaces. In this
regard, Yao et al. [42] found that bystanders felt least comfortable with smart home devices
being placed in the bedroom or living room. Motivated by this, we hypothesize that our
participants’ perceptions differ depending on different locations. Thus, we set Hypothesis 4
(H4): Bystanders’ privacy concerns increase the more intimate the usage location is.

H5 Apthorpe et al. [4] found that owning a smart home device increased participants’ acceptance.
Therefore, we assume that participants relate fewer privacy concerns to devices they possess.
Consequently, we set our Hypothesis 5 (H5): Ownership reduces privacy concerns.
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Fig. 2. All ten Devices as presented in the survey. Pictures a to e show the smart home devices. Specifically,

these are a) a smart display, b) a smart speaker, c) a smart doorbell, d) a smart security camera, and e) smart

lights. Pictures f to j show the personal computing devices. Those were: f) a laptop, g) a smartwatch, h) a

personal computer, i) a smartphone, and j) a tablet.

4 SURVEY
Framed by our five hypotheses, we wanted to investigate whether bystanders perceive smart home
devices as more privacy-concerning than personal computing devices and whether their concern
is affected by the type of computing device and the relation to the device owner. Therefore, we
conducted an online survey on Prolific and our university to reach a comprehensive and diverse
sample. We wanted to clarify the devices’ capabilities and make the situations feel more realistic
and graspable by using videos to showcase interactions with five personal computing devices and
five smart home devices. We used an iterative process to create the questions for the survey: We
first generated an initial set of questions, conducted a pilot study with colleagues, conducted a
second pilot study with 10 participants from Prolific, and used these insights to build the final
survey and resolve ambiguities.
This resulted in a questionnaire containing four main blocks: 1) demographic questions, 2)

general questions about the participants’ privacy perception and affinity for technology using
the IUIPC questionnaire [26] and the ATI scale [12], 3) for each device: how familiar participants
were with the device, whether they owned such a device, whether they perceived the device as
privacy-concerning and which specific concerns they had with the device, and 4) final questions
about the influence of specific sensors and locations on their privacy concerns. We provide the
complete questionnaire in the Appendix A.
All participants rated all ten Devices in a randomized order as the within-subjects variable.

We grouped them into Smart Home Devices and Personal Computing Devices (Group). We used a
between-subjects design for the third block of the questionnaire with the Social context (relation
to the device owner) as the independent variable.

4.1 Videos
We used videos to illustrate the interactions with the devices. Each video featured a bystander that
was either entering a situation where the device was present, currently used by the owner, or where
the bystander was implicitly forced to interact with the device (e.g., in the case of a smart doorbell
or smart light bulbs). In the first iteration, we planned on using photos to illustrate interactions
with the devices. However, this proved to be unsuitable as the capabilities of some devices can
not be conveyed using images, for example, for motion-activated light bulbs. Additionally, videos
helped make the situation feel more realistic and natural, which is especially important since we
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can not guarantee that the participants have experienced such a situation before. We filmed each
interaction with the same actors and in the same room to reduce biases. Further, we instructed
the actors to engage in a friendly conversation so that the situation itself did not seem unpleasant.
Only the interaction with the smart doorbell had to be filmed in another room, i.e., in front of a
front door. Additionally, the interaction with the smart security camera required the device owner
to be in another room to showcase being notified about movements.
To clarify that the situation should be judged from the bystander’s perspective, we added the

following description before the videos: “In the following, we will show you a video. Please turn
on the sound and watch the video until the end. Please judge the situation as if you were the person
in the yellow shirt, i.e., as if you were joining the situation. This means that you are not the owner
of the presented device but perceive the situation from a bystander’s perspective.” We muted the
videos to not introduce biases from the content of the actors’ conversations. However, we dubbed
each video with a voice-over to explain the situation, device capabilities, and social relationship.
An example is the following text for smart doorbells in the friend scenario: “You are visiting
a friend that has a smart doorbell. The doorbell allows you to communicate via video and audio;
thus, your friend can verify who you are before letting you enter.” Even though we instructed the
participants to turn on their audio, we additionally provided these descriptions in text form before
each video. Figure 2 shows a picture of each video used in the survey. We provide access to all
videos licensed under Attribution-NonCommercial-ShareAlike 4.0 International (CC BY-NC-SA
4.0) via https://maximiliane-windl.com/skewed-bystanders/.

4.2 Questionnaire Construction
The following explains how we inquired about privacy concerns and which devices and social
groups we compared. Further, we describe the final questions about different sensors and locations.
We presented each question as a statement to which the participants had to state their agreement
using a slider ranging from Strongly disagree to Strongly agree on a 100-point scale without ticks to
prevent the responses from converging around the ticks, cf. [30]. We decided to use visual analog
scales instead of Likert scales since they have been shown to lead to more precise responses and
thus a higher data quality [13]. In addition, since they collect continuous data, they allow for more
statistical tests [37]. To further ensure the quality of the data, we saved a timestamp after each
section. Additionally, we had an attention check item after each device, asking randomly to either
set a slider all the way to the right or the left.

Privacy Concerns. To assess the privacy concern towards each device, we asked participants to
rate the following statement: “I am strongly concerned when I am in the vicinity of a [friends’] [smart-
phone].” In addition to this general concern question, we also asked about eight different specific
concerns. We constructed these by conducting six open expert interviews with HCI researchers
(five male and one female) and asking for specific concerns about smart home devices and personal
computing devices. Their ages ranged from 27 to 31 years (𝑀 = 29.67, 𝑆𝐷 = 1.37). We took notes
during the interviews. If experts were too generic in their answers, we asked follow-up questions
to understand their specific concerns clearly. Next, we analyzed them by coding the statements and
using Affinity Diagramming to form groups of related codes [17]. We then integrated all concerns
that at least two different experts mentioned. This resulted in the following concerns: local and
global data storing, local and global data processing, 1st and 3rd party sharing, profile building,
and stolen data.

Devices. We selected five different personal computing devices and five different smart home
devices (ten Devices in two Groups). Since we wanted to investigate if smart home devices were
perceived as more privacy-concerning, even though they have similar capabilities as personal
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Table 1. All devices used in the survey with their respective sensors relevant for bystanders.

Device Microphone Camera Motion

Personal Computer ✓ ✗ ✗
Laptop ✓ ✓ ✗
Smartphone ✓ ✓ ✗
Smartwatch ✓ ✗ ✗
Tablet ✓ ✓ ✗
Smart Lights ✗ ✗ ✓
Smart Speaker ✓ ✗ ✗
Smart Display ✓ ✓ ✗
Smart Security Camera ✗ ✓ ✓
Smart Doorbell ✓ ✓ ✓

computing devices, we required each selected device to have at least one sensor that can be found
in both. We also picked devices that are readily available and have penetrated the consumer market
significantly since we wanted to exclude biases that might be caused by people not knowing the
device and thus being unsure about its capabilities. That is why we, for example, excluded smart
glasses, as they currently are not widely adopted. Therefore, we chose as personal computing
devices: a personal computer, a laptop, a smartphone, a smartwatch, and a tablet. For the smart
home devices: we selected smart lights, a smart speaker, a smart display, a smart security camera,
and a smart doorbell. See Table 1 for an overview of all selected devices and their respective sensors.

Social Groups. Yao et al. [42] found that bystanders’ privacy concerns regarding smart home
devices varied depending on the social context and that their expectations and information needs
were significantly affected by their relationship with the device owner. Specifically, participants in
Yao et al.’s [42] study reported that they would prefer using smart home devices that belong to a
close friend or family member (i.e., their wife). Another important social context is hotels since
they are increasingly integrating smart home appliances, such as Marriott International adopting
Amazon Echo speakers1. Unlike major hotel chains, private accommodations are a special case
since they are not subject to strict control structures as shown by a media outrage about hidden
cameras in Airbnb apartments [14]. Therefore, we examined these five Social contexts in our
survey: family, friends, colleagues, homestays, and hotels.

Final Questions. Smart home and personal computing devices are equipped with various sensors
that allow for conclusions about peoples’ identities to varying degrees. Research showed that users
feel more comfortable about anonymously collected data, for example, by temperature or presence
sensors [34] and are most concerned about data captured by video cameras or microphones.
Therefore, we asked our participants to rate their level of comfort regarding different sensors.
Specifically, we asked about motion and temperature sensors, microphones, and video cameras.
Naeini et al. [34] showed that the location influenced participants’ comfort level in the sense

that they were more uncomfortable with data recorded in private spaces. Yao et al. [42] found that
bystanders felt least comfortable with smart home devices being placed in the bedroom or living
room. Motivated by this, we additionally asked our participants how concerned they were with

1https://www.forbes.com/sites/andriacheng/2018/06/19/amazons-marriott-deal-is-way-beyond-alexa-as-your-new-
hotel-butler/
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Fig. 3. a) Shows the mean privacy concern for the general concern question (𝑄𝐷1) for all tenDevices, whereby
the color represents the device Group. The error bars show the standard error. b) Shows box plots of the

privacy concern for the different sensor types. c) Shows the mean privacy concern over all devices for the

general concern question (𝑄𝐷1) grouped by Social context and Group. The trendline represents the change

in relation to the social distance with its 𝑅2 fitness and slope. The error bars show the standard error.

data being captured in different rooms. Specifically, we asked about the bedroom, living room,
bathroom, kitchen, office, entrance hall, balcony, front door, garage, and nursery.

4.3 Participants
We recruited most (135) participants on Prolific. We also advertised the study via mailing lists of
our institution and convenience sampling, aiming to reach an even more diverse participant pool.
In total, we recruited 170 people (90 female, 79 male, and one non-binary), which we distributed
equally to each of the five Social groups so that each between-subject condition had 34 participants.
We recruited our participants in several batches to counterbalance the data set in terms of age,
gender, occupation, and country of residence. Their ages ranged from 19 to 62 years (𝑀 = 31.1,
SD = 9.6). The participants resided on three continents, including Europe, America, and Africa.
The five most frequent countries were Germany with 35 participants, the UK (20), Portugal (19),
Poland (16), and Greece (14). 113 were full-time and seven part-time employed, 41 were students,
and nine were unemployed. Their mean technical affinity according to the ATI scale [12] was 3.9
(SD = 1.0). We used the IUIPC questionnaire [26] to understand participants’ general perception of
privacy measured on a 7-point Likert scale (higher scores = more private). Thereby we found that
they rated their Awareness on average with 6.1 (SD = .9), Control with 5.4 (SD = 1.2), and Collection
with 5.5 (SD = 1.4), which indicates a rather high level of privacy concerns across all three areas
(using the same interpretation as Hoyle et al. [18]).

The study took on average 22 minutes to complete, and we compensated participants with 3.13£.
Students could choose between course credits2 or monetary compensation.

2Students at our institution have to earn a certain amount of study credits towards the completion of their degree, where one
hour equals one course credit. The participation is anonymous, and the students receive the same amount of compensation,
no matter their responses.
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Fig. 4. The mean privacy concern over all devices grouped by Social context and device Group (blue is

Personal and orange is Smart Home) for each of the eight specific concern questions (𝑄𝐷2−𝑄𝐷9, Section A.3).

The trendline represents the change in relation to the social distance with its 𝑅2 fitness and slope. The error

bars show the standard error.

5 RESULTS
We used Python and R to analyze the data. To ensure the quality of our data, we performed various
sanity checks. First, we excluded all participants that had failed the attention checks. Second, we
analyzed the timestamps and excluded all participants who took less than 30 seconds to go through
one device as this was the minimum time required to watch the video in full and answer the
questions. Third, we excluded all participants with strange patterns in their responses, such as
consistently rating every device as 0 or 100. Finally, we excluded all participants with mismatched
demographics between Prolific and our survey.

In the following, we present our survey results through our five hypotheses. We describe whether
different devices pose different concerns, whether personal computing devices are perceived as
more concerning than smart home devices, and how location and ownership influence privacy
concerns. Finally, we report qualitative results collected after each situation via a free text field.

5.1 Privacy Concerns of Different Devices
To addressH1, we analyzed the impact of the ten different devices (Devices) on the general privacy
concern (𝑄𝐷1). As the data was not normally distributed (𝑊 = .871, 𝑝 < .001), we conducted a
Friedman test which showed that the devices are indeed rated differently (𝜒2 (9) = 513.81, 𝑝 < .001,
Kendall’s W = .336). The mean concerns and the associated standard errors are shown in Figure 3a.

As not all devices have every sensor, we looked at the concerns assigned to the individual sensors
(𝑄𝐺1) next. Due to normality violations (𝑊 = .885, 𝑝 < .001), we conducted a Friedman test which
showed that the different sensors have significantly different privacy concerns (𝜒2 (2) = 346.734,
𝑝 < .001, Kendall’s W = .680), see Figure 3b. Pairwise post-hoc tests using Wilcoxon signed rank
tests showed that all sensors are rated significantly different (for all 𝑝 < .001).
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Table 2. The two-way F-statistics for the nine questionnaire measures (𝑄𝐷1 −𝑄𝐷9) for Group × Social.

Group Social G × S

𝐹1,165 p 𝐹4,165 p 𝐹4,165 p

Concern (𝑄𝐷1) 114.32 <.001 1.768 .137 1.079 .367
1st party access (𝑄𝐷2) 55.330 <.001 0.871 .482 1.583 .181
3rd party access (𝑄𝐷3) 23.964 <.001 0.308 .873 1.676 .158
Local processing (𝑄𝐷4) 52.234 <.001 2.76 .029 1.861 .2
Global processing (𝑄𝐷5) 44.96 <.001 0.335 .854 1.078 .369
Local storage (𝑄𝐷6) 50.977 <.001 2.37 .054 1.390 .24
Global storage (𝑄𝐷7) 40.698 <.001 0.169 .954 3.226 .081
Profile building (𝑄𝐷8) 6.706 .01 0.457 .767 2.77 .028
Stolen data (𝑄𝐷9) 21.003 <.001 0.821 .513 1.527 .197

5.2 Privacy Concerns of Personal Versus Smart Home Devices
To investigateH2a andH2b, we conducted a MANOVA with the between-subjects variable Social
and thewithin-subject variableGroup.We found a statistically significant effect on Social (𝐹 (4,640) =
1.503, 𝑝 < .032, Pillai’s trace = .0312, 𝜂2 = .040). Further, we found a statistically significant effect
on Group (𝐹 (1,157) = 13.743, 𝑝 < 0.001, Pillai’s trace = .0.441, 𝜂2 = .070). Additionally, the two-way
interaction Social × Group was not statistically significant (𝐹 (4,640) = .212, 𝑝 = .212, Pillai’s trace
= .251, 𝜂2 = .017). Thus, Smart Home Devices are significantly rated more privacy-concerning than
Personal Devices. See all individual concerns (𝑄𝐷1−𝑄𝐷9) that are contributing to the understanding
of the general concern in Figure 3c and 4. Thus, we can confirm H2a.

Based on the findings of the MANOVA, we conducted nine two-way ANOVAs (or non-paramedic
equivalents using ARTool [40]) for the questionnaire measures (𝑄𝐷1−𝑄𝐷9). The individual rankings
of the nine concerning factors are shown in Figure 3c and 4. The F-statistics of the nine ANOVAs
are presented in Table 2. The analyses showed that there is a significant difference for all measures
for the main effect Group. In detail, we found that as a bystander, the average concern for Personal
Devices is statistically significantly lower than for Smart Home Devices. Thus, we can confirm
H2b. On the other hand, the between-subject variable Social was only statistically significant for
local processing (𝑄𝐷4). However, pairwise post-hoc tests using Wilcoxon signed rank tests with
Bonferroni correction could not reveal differences.
To investigate H3, we assumed equidistant distribution between the social groups. Then we

fitted a line to all mean concern ratings individually (𝑄𝐷1 −𝑄𝐷9), see Figure 3c and 4. We found
that the slopes of all trendlines are positive. As such, we confirm that overall, a stronger social
relationship with the device owner reduces privacy concerns. Thus, we accept H3.

5.3 Impact of the Locations on Privacy Concerns
To address H4, we analyzed the impact of the ten different locations on the privacy concern.
As the data was not normally distributed (𝑊 = .892, 𝑝 < .001), we conducted a Friedman test
which showed that the privacy concern is affected by the location (𝜒2 (9) = 568.92, 𝑝 < .001,
Kendall’s W = .372), see Figure 5a. Therefore, we conducted pairwise post-hoc comparisons using
Wilcoxon signed rank tests with Bonferroni correction applied, see Table 3.

5.4 Impact of Ownership on Privacy Concerns
Next, we look at how the ownership influences the general privacy concern (𝑄𝐷1) to investigate
H5. Since all participants owned a smartphone, we had to account for the missing values. Thus,
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Table 3. The p-values for the pairwise post-hoc comparisons of the privacy concerns about different locations

using Wilcoxon signed rank tests with Bonferroni corrections.

Locations Garage Balcony Outside Entrance Hall Kitchen Home Office Nursery Livingroom Bathroom

Balcony .099
Outside .029 1.
Entrance Hall <.001 1. 1.
Kitchen <.001 .108 1. 1.
Home Office <.001 <.001 <.001 <.001 <.001
Nursery <.001 <.001 <.001 <.001 <.001 1.
Livingroom <.001 <.001 <.001 <.001 <.001 1. 1.
Bathroom <.001 <.001 <.001 <.001 <.001 <.001 <.001 <.001
Bedroom <.001 <.001 <.001 <.001 <.001 <.001 <.001 <.001 1.

instead of running a Friedman test, we used a Skillings–Mack test [7]. We found that the privacy
concern is statistically significant affected by the ownership (Skillings-Mack = 241.39, 𝑝 < .001,
𝑑 𝑓 = 169) with a average rating of 27.0 (𝑆𝐷 = 24.6) when the devices is owned versus an average
concern of 36.5 (𝑆𝐷 = 21.4) when the device is not owned, see Figure 5b.

5.5 Feedback
After every situation, we asked participants for additional feedback via a free text field. This
feedback field was optional. Nevertheless, we received 97 individual feedback statements for
specific situations and 14 general feedback statements. We analyzed our participants’ responses by
coding them and forming groups of related codes using Affinity Diagramming [17]. This process
led to the following four themes: Sensors, Influencing Factors, Bystander Perspective, and Mitigation
Strategies.

Sensors. In line with our quantitative analysis (see Figure 3b), participants mentioned that their
privacy concerns strongly depended on the sensors. While they reported being comfortable with
data collected by motion sensors, they were concerned about data captured by microphones and
cameras. For example, P30 stated not being worried about smart lights because of their inability to
record video and audio: “Since there is no camera/microphone visible I kinda feel safer.” However,
several participants mentioned being worried about cameras recording them without their consent
or devices always listening and recording audio data. Here, P135 reported in the context of the
smart speaker: “I am concerned that the device is constantly recording without anyone knowing.”

Influencing Factors. Participants elaborated on the various factors such as the location of the
device, the social context, the familiarity with the device, and the perceived benefit, that influenced
their privacy concerns. In line with our quantitative analysis that showed clear differences in
privacy concerns depending on the location (see Figure 5a), several participants mentioned being
more comfortable with data being recorded outside. Here, P92 explains regarding the smart security
camera: “I might be able to accept a smart camera placed at the building entrance.” Interestingly,
regarding the social context, there were explanations in both directions. While some participants did
not consider their conversations with friends sensitive (“usually, when I am hanging out with friends
we do not talk about something that sensitive” (P27)), others considered their conversations with
friends particularly privacy-relevant, e.g., “when I am at friends and we are having a conversation,
I do not like the fact the smart speaker can record this.” (P115). Multiple participants reported not
being concerned about a device only because it was so familiar. Here P104 stated “being around
smartphones is so natural these days I would not think about these concerns.” The last factor explicitly
mentioned by participants is that often the benefit (increased security) outweighed possible privacy
concerns, especially regarding the smart security camera and the smart doorbell.
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Fig. 5. (a) Shows boxplots of the privacy concerns in different locations, whereby the red horizontal line

indicates the mean. b) Shows the mean privacy concerns for all ten Devices grouped by ownership (stripes)

and device group (color). The error bars show the standard error.

Bystander Perspective. Participants also explained how their unique role as bystanders influenced
their privacy concerns in both directions. While some felt that being the bystander and not the
primary user reduced privacy threats, others thought the lack of control made them more exposed.
P117 elaborated regarding the smart lights: “I guess these lights could identify some patterns of life,
but as it’s not in my house, I don’t really see the issue.” However, P157 was concerned about the lack
of control: “I can’t really control whether the smart speaker is ‘listening’ or not, and as a visitor, I
might not have the ‘right’ to turn it off.” P92 explained how they use smart devices in their own
homes since they can track where the data is sent to but avoid smart devices in Airbnbs since here,
they do not have the same control option.

Mitigation Strategies. Several participants reported mitigating their privacy concerns by adjusting
their behavior around smart devices. Participants reported being careful to not talk about sensitive
information, such as banking data (P27) around smart speakers, or being careful not to be captured
by a device’s camera, for example, by observing how the owner holds their phone (P60) or if they
are in the laptop camera’s field of view (P5).

6 DISCUSSION
To the best of our knowledge, this paper is the first to explicitly quantify the discrepancy between
the perception of smart home devices and personal computing devices. Thereby we found that
bystanders perceive smart home devices as significantly more privacy-concerning than personal
computing devices even though they share the same capabilities. In the following, we will outline
our findings in detail, along with our five hypotheses.

Our results validate our hypothesis H1 that different devices pose significantly different privacy
concerns. In line with previous work [6, 8, 45], we found that devices with microphones and cameras
were perceived as especially privacy-concerning. In contrast, smart lights raised the least privacy
concerns, probably because they are only equipped with motion sensors which are perceived as
least privacy-relevant, as shown in our data and by previous work [45]. In contrast, by far, the most
concerns were raised by the smart security camera, followed by the smart speaker. Our qualitative
findings provide reasoning. Here, several participants mentioned feeling surveilled by both devices,
either by constantly being watched or listened to without consenting to either. In line with previous
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work that already called to notify bystanders about the presence of devices with sensors in the
context of assistive devices for visually impaired people [2], we conclude that bystanders should
be notified about the presence of devices, especially those with microphones and cameras.
Before intervening, notifying is the first necessary step to help bystanders reflect on possible
concerns. Yet, we see it as an important challenge for future work to hand bystanders the necessary
tools to handle these concerns.
We could also validate our hypotheses H2a and H2b that smart home devices are perceived

significantly more privacy-concerning than personal computing devices. Here again, the qualitative
data hints at possible explanations. Several participants mentioned not being concerned about
smartphones anymore because they are so familiar. Participants also indicated why they were
less concerned about voice assistants in smartphones or laptops. For example, P115 mentioned,
“the voice-enabled part isn’t as prominent as, say, in a smart speaker.” Thus, we suspect participants
underestimate the privacy threats of personal computing devices because they have already been
using them for several years before they even had such capabilities. Therefore, they do not relate
them as immediately with voice assistants and, thus, privacy threats, as they do with devices where
this is the core feature, such as smart speakers. We see that, even though smart home devices are
generally perceived as more privacy-concerning, personal computing devices also raise privacy
concerns of bystanders. Thus, we conclude that bystanders should not only be notified about
the presence of smart home devices but also of personal computing devices. This continues
to be important as current strategies to inform bystanders, such as the LED light in laptops to
indicate an active webcam, have proven to be ineffective [36].
We further verified our third hypothesis (H3): In line with Yao et al. [42], we found a general

trend that a stronger social relationship reduced privacy concerns. However, this trend is not as
clear as suggested by Yao et al. [42]. We find additional possible reasoning in our qualitative data.
While some participants considered their conversations with friends especially privacy-relevant,
others felt these conversations were not very sensitive. Worthy et al. [41] provides additional
explanations. They suggest people might be less drawn to confide in the people closest to them
since they are most likely to draw conclusions from their behaviors. They explain this with the
mosaic effect [21] stating that the people closest to us already have more pieces of our puzzles,
which might make us wish to exert even greater control over the information we share with them.
However, the privacy concern generally increases the more unfamiliar the other party is. Therefore,
notifying bystanders about the presence of devices is especially relevant in unknown spaces, such
as hotels or Airbnbs. However, since individual preferences differ for closer relationships, we call
for notifying bystanders about the presence of devices in all social contexts.
In line with Naeini et al. [34] and Yao et al. [44], we could also validate our fourth hypothesis

(H4) that privacy concerns increased with the space’s intimacy. Accordingly, our participants rated
all three locations outside the home (garage, balcony, and outside) as least concerning and the
bedroom and bathroom as most concerning. Inside the house, the entrance hall was assessed as
least privacy-relevant. Therefore, we argue that bystanders should be notified about devices
before entering intimate spaces, for example, already in the entrance hall. This relevance
of timing was also already emphasized by previous work in the context of body-worn cameras
as a pre-requisite to giving bystanders the option to consent before being exposed to possibly
privacy-invading procedures [23].
Finally, as already suggested by Apthorpe et al. [4], we could also confirm our fifth hypothesis

(H5), that participants assign fewer privacy concerns to devices they own, i.e., devices they are
already experienced with. This leads us to believe that some of the current privacy concerns might
decrease over time as devices penetrate households even more and, thus, get more familiar.
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7 LIMITATIONS AND FUTURE WORK
We acknowledge that our work is prone to certain limitations. First, our sample is skewed towards
Europe. As previous work already showed that the country of residence [24] influences users’
privacy concerns, it might be interesting to repeat the survey with a more diverse sample, especially
including countries outside of Europe. Second, while we aimed at making the scenarios as realistic
as possible by creating videos, it might still be difficult to put oneself in the position of a bystander
and the specific social context, especially since those social relationships vary in themselves. For
example, a social relationship with a “family member” could vary depending on which family
member it is and, thus, how close the relationship is. However, since we could already observe
significant effects in this first investigation, we expect more natural environments to yield even
more robust results. Therefore, we see it as an avenue for future research to replicate our findings
in the wild.
Further, as we showed that bystanders perceive some sensors as significantly more privacy-

concerning than others, future work should investigate how to accommodate such concerns. A
possible approach is to allow deactivating sensors independently from one another. Here, device
manufacturers should also support such efforts by allowing control at the individual sensor level,
for example, by providing an API.

Finally, while in the digital world, providers are forced by law to inform users about their privacy
practices through the GDPR and privacy policies, there is no comparable system in the real world.
However, as our survey showed that privacy concerns are prevalent in everyday life, we see a need
to provide users with notice and choice in the real world – just as it is done online through privacy
policies.

8 CONCLUSION
We investigated whether bystanders associate more privacy concerns with smart home devices than
personal computing devices, even though both have equal capabilities. In addition, we surveyed
the influence of the social relationship on this perception. We found that smart home devices are
perceived as significantly more concerning than personal computing devices and that a stronger
social relationship mitigates some of the concerns. We further found several factors that influenced
the severity of privacy concerns: cameras and microphones were assessed as especially privacy-
threatening, and privacy concerns increased with greater intimacy of the location and decreased
with greater familiarity through ownership. We thus call for informing bystanders about the
presence of smart home devices and personal computing devices in all social contexts and before
entering intimate spaces.
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A SURVEY
A.1 Demographics
(1) In which country do you currently reside? (drop-down list)
(2) Which gender do you most identify with?

• Male
• Female
• Non-binary
• Self-described

(3) How old are you? (number field)
(4) What is the highest degree you have received?

• Less than high school degree
• High school graduate
• Some college but no degree
• Bachelor’s degree
• Master’s degree
• Doctoral degree
• Vocational education

(5) What is your current primary occupation? (free text)

A.2 Privacy Perception & Affinity For Technology
IUIPC. Many people spend a lot of time online, for example on their smartphones, tablets, or

computers. During this time online, people also share data, for example when signing up for
online shopping, posting on social media, or using GPS in navigation apps. In the following
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questions, we are interested in your personal experience and perception when sharing your
personal information online. Please indicate the degree to which you agree/disagree with the
following statements. (7-point Likert scale ranging from strongly disagree to strongly agree)

(1) I have been the victim of what I felt was an improper invasion of privacy.
(2) I am very concerned about the privacy of my data.
(3) I always falsify personal information needed to register with some websites.
(4) It usually bothers me when online companies ask me for personal information.
(5) When online companies ask me for personal information, I sometimes think twice before

providing it.
(6) It bothers me to give personal information to so many online companies.
(7) I’m concerned that online companies collect too much personal information.
(8) Your online privacy is really a matter of your right to exercise control and autonomy over

decisions about how your information is collected, used, and shared.
(9) Your control of your personal information lies at the heart of your privacy.
(10) I believe that online privacy is invaded when control is lost or unwillingly reduced as a result

of a marketing transaction.
(11) Companies seeking information online should disclose the way the data are collected, pro-

cessed, and used.
(12) A good consumer online privacy policy should have a clear and conspicuous disclosure.
(13) It is very important to me that I am aware and knowledgeable about how my personal

information will be used.

ATI. On this page, we are interested in how you deal with technology. Please indicate the degree
to which you agree/disagree with the following statements. (6-point Likert scale ranging
from completely disagree to completely agree)

(1) I like to occupy myself in greater detail with technical systems.
(2) I like testing the functions of new technical systems.
(3) I predominantly deal with technical systems because I have to.
(4) When I have a new technical system in front of me, I try it out intensively.
(5) I enjoy spending time becoming acquainted with a new technical system.
(6) It is enough for me that a technical system works; I don’t care how or why.
(7) I try to understand how a technical system exactly works.
(8) It is enough for me to know the basic functions of a technical system.
(9) I try to make full use of the capabilities of a technical system.

A.3 Questions Per Device
In the following, we will show you a video. Please turn on the sound and watch the video until the
end. Please judge the situation as if you were the person in the yellow shirt, i.e., as if you were
joining the situation. This means that you are not the owner of the presented device but perceive
the situation from a bystander perspective. Please evaluate this situation as if you were visiting
[social group] (sliders from strongly disagree to strongly agree)

(1) I am very familiar with [device].
(2) Do you currently own or have you ever owned [device]?

• Yes
• No

(3) For how long have you owned [device]? [in years] (free text)
(4) I am strongly concerned when I am in the vicinity of a [social group’s] [device].
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(5) When I am in the vicinity of a [social group’s] [device], I am strongly concerned about local
data processing (the data is processed locally in your home network).

(6) When I am in the vicinity of a [social group’s] [device], I am strongly concerned about global
data processing (the data is processed remotely - it gets sent to servers outside of your
home network).

(7) When I am in the vicinity of a [social group’s] [device], I am strongly concerned about local
data storing (your data is stored locally on the device in your home network).

(8) When I am in the vicinity of a [social group’s] [device], I am strongly concerned about global
data storing (your data gets sent and stored on remote servers).

(9) When I am in the vicinity of a [social group’s] [device], I am strongly concerned about 1st
party data access (the manufacturer has access to your data).

(10) When I am in the vicinity of a [social group’s] [device], I am strongly concerned about 3rd
party data access (entities outside of the device manufacturer have access to your data).

(11) When I am in the vicinity of a [social group’s] [device], I am strongly concerned about profile
building, e.g., for targeted ads (your data gets analyzed to draw conclusions about your
person).

(12) When I am in the vicinity of a [social group’s] [device], I am strongly concerned about my
data getting stolen.

(13) Use this field if you have any additional feedback regarding this situation (free text).
(14) Put the slider all the way to the [right/left] (attention check item).

A.4 Final Questions
Concern Sensors (sliders from strongly disagree to strongly agree)
(1) I am very concerned about data captured bymotion sensors.
(2) I am very concerned about data captured bymicrophones.
(3) I am very concerned about data captured by video cameras.
(4) I am very concerned about data captured by temperature sensors.

Concern Rooms (sliders from strongly disagree to strongly agree)
(1) I am very concerned when data is captured in the entrance hall.
(2) I am very concerned when data is captured in the bedroom.
(3) I am very concerned when data is captured in the kitchen.
(4) I am very concerned when data is captured in the bathroom.
(5) I am very concerned when data is captured in the livingroom.
(6) I am very concerned when data is captured on the balcony.
(7) I am very concerned when data is captured outside of the front door.
(8) I am very concerned when data is captured in the garage.
(9) I am very concerned when data is captured in the home office.
(10) I am very concerned when data is captured in the nursery.
Concern Companies (sliders from strongly disagree to strongly agree with option I do not know

this company.)
(1) I think Samsung is very trustworthy.
(2) I think Apple is very trustworthy.
(3) I think Xiaomi is very trustworthy.
(4) I think Lenovo is very trustworthy.
(5) I think HP is very trustworthy.
(6) I think Dell is very trustworthy.
(7) I think Amazon is very trustworthy.
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(8) I think Google is very trustworthy.
(9) I think Baidu is very trustworthy.
(10) I think Huawei is very trustworthy.
(11) I think Nest is very trustworthy.
(12) I think Ring is very trustworthy.
(13) I think Arlo is very trustworthy.
(14) I think Ecobee is very trustworthy.
(15) I thinkWyze is very trustworthy.

A.5 Feedback
If you have any further feedback you can let us know here. (free text)
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