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ABSTRACT
Haptics increase the presence in virtual reality applications. How-
ever, providing room-scale haptics is an open challenge. Cobots
(robotic systems that are safe for human use) are a promising ap-
proach, requiring in-depth engineering skills. Control is done on
a low abstraction level and requires complex procedures and im-
plementations. In contrast, 3D tools such as Unity allow to quickly
prototype a wide range of environments for which cobots could
deliver haptic feedback. To overcome this disconnect, we present
Cobity, an open-source plug-and-play solution to control the cobot
using the virtual environment, enabling fast prototyping of a wide
range of haptic experiences. We present a Unity plugin that allows
controlling the cobot using the end-effector’s target pose (cartesian
position and angles); the values are then converted into velocities
and streamed to the cobot inverse kinematic solver using a specially
designed C++ library. Our results show that Cobity enables rapid
prototyping with high precision for haptics. We argue that Cobity
simplifies the creation of a wide range of haptic feedback appli-
cations enabling designers and researchers in human-computer
interaction without robotics experience to quickly prototype vir-
tual reality experiences with haptic sensations. We highlight this
potential by presenting four different showcases.

CCS CONCEPTS
• Human-centered computing → Virtual reality; • Computer
systems organization→ Robotics.
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1 INTRODUCTION
Cobots are becoming less expensive and their capabilities more
sophisticated, e.g., various attachments. The recent rise in cobot
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Figure 1: The Social Touch example; we used Cobity to de-
liver human like touch sensations in virtual reality.

offer makes them a feasible option for researchers and practitioners
to use them beyond traditional domains such as manufacturing or
assembly [23]. Traditionally, robots that shared a working environ-
ment with humans required caging systems and strict operational
protocols to safeguard human integrity. However, cobots are safe
to interact with in the same space as humans and can perform col-
laborative tasks. Emerging research use cobots to support humans’
day-to-day tasks, e.g., cooking [6, 31]. This uncovers a large range
of applications that have previously rarely been explored, such as
using cobots in combination with virtual reality (VR).

Researchers and developers have neglected haptics in VR given
its technical intricacies; therefore, they did not exploit the full poten-
tial of VR. Haptics is inherently a contact experience and requires
close interaction with the device. The safety, versatility, and sig-
nificant reach of commercial cobots pose them as an interesting
alternative to the traditional specialized force-feedback haptic de-
vices. In fact, haptic researchers have been steadily reporting new
techniques to exploit the potential of cobots in the haptic domain;
for example, encountered-type haptics [21], texture rendering [25]
or on-demand tangibles. However, controlling cobots is difficult, cf.
[16, 28] and thus, most implementations require extensive expertise
and time. A common approach is pre-recording motions; however,
this is not an option for collaborative tasks as the cobot needs to
react to the users’ actions.

Researchers and developers proposed numerous solutions to con-
trol robots and deliver haptic feedback in VR, such as encounter-
type haptics [25], mid-air extended haptics [8], tangible object
manipulation [24], and social touch [15]. However, while such sen-
sations can be created it is a time-consuming development process,
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which is not feasible for rapid prototyping. Thus, creating VR ap-
plications with cobots requires a lot of time-consuming overhead.
Moreover, the technical knowledge that is required hinders people
from using cobots to deliver haptic feedback.

To lower the technical burden of using cobots in VR environ-
ments, we present Cobity (Cobot + Unity), a new open-source
solution to use a virtual simulation environment to control the
cobot directly. Here, we use the VR environment as input for the
cobots end-effector. This allows practitioners and developers to
use one tool, in our case Unity, to control the VR environment
the users visually perceive but also the robot which delivers the
haptic feedback to the user. In detail, first, we develop a real-time
C++ library functioning as a bridge between the cobot and the VR
environment. This enables us to build a Unity plugin that allows
mapping a 3D object to the end-effector of the cobot. In this way,
we transfer the in-game motion of the 3D object onto the real cobot
motions. Here, we use an Inverse Kinematics (IK) solver to update
the position of the cobot iteratively.

With Cobity, we present a dynamic library allowing the use
of Unity for rapid cobot control, enabling prototyping. We run a
technical evaluation of our plug-and-play solution, showing precise
repeatability and stability. Finally, Cobity supports developers in
creating a comprehensive set of different haptic feedback sensations;
thus, allowing for a wide range of applications.

2 RELATEDWORK
Advances in robotics, especially in robots that are safe for interact-
ing with humans, make it feasible to create novel forms of haptic
feedback. In this section, we focus on the current approaches to
controlling a cobot. In particular, we assess the utility and usability
of the available tools and middleware. We look in particular at how
this can be achieved from Unity. We also provide a brief overview
outlining the relevance of robotics for haptics and VR.

2.1 Robotic Middle-Ware
A common approach in robot control development is to use robotic
middle-ware, especially ROS (Robotic Operatic System) [34]. Such
a platform has boosted the growth of robotic applications [20]
and allowed the robotics community to share and reuse code in
different scenarios [10, 20, 22, 37]. However, such re-usability and
robustness come with a cost: Implementing simple applications
requires a considerable number of concepts and configurations and,
thus, needs time and cognitive resources to get started [18].

The greater availability of cobot allows interaction/game design-
ers to now use them. The need for engineering expertise limits
the applicability of the approaches, especially for designers and
HCI researchers and practitioners. Several approaches have been
proposed to facilitate the communication between graphic engines
and robots [1, 3, 40]; of particular relevance, Unity maintains a
repository that allows Robotic and Control researchers to simulate
their setups in the 3d Engine [40]. Yet, setting up and running this
library still requires all the standard processes of setting up a ROS
architecture. Therefore, it is better suited to users knowledgeable
in the ROS standard to include Unity in their workflow than the
other way around. Similarly, Crick et al. [9] proposed ROSBridge
to facilitate the development of robotic applications to non-experts

by adding an abstraction layer to handle the communication with
the ROS middle-ware, particularly for web interfaces. However, it
still does not represent a plug-and-play solution for HCI practition-
ers since it is an add on to the middle-ware but not a solution for
communicating directly with the robots.

Notably, Bartneck et al. [4] addresses this by proposing an open-
source platform that runs as a plugin in Unity and allows proto-
typing robotic applications; similarly, Günther et al. [14] reported
a rapid prototyping platform with support for unity for integrat-
ing hardware elements. However, these plugins are focused on
Arduino-based projects and do not extend to the usage of manip-
ulators. Thus, Cobity emerges as an alternative that enables HCI
and haptic designers to quickly prototype experiences without
installing additional platforms and developing complex communi-
cation structures. Furthermore, it runs directly in Unity and does
not require extensive robotics experience to get started.

2.2 Haptics in VR
VR evolved in recent years due to developments in screen technolo-
gies, 3D rendering spatial audio spatial tracking, among others [36].
After decades of development, VR devices moved from research con-
texts to consumer usage, such as the Oculus Quest1 by Facebook or
HTC Vive Cosmos2. Yet, the consumer market for VR orbits around
audio-visual stimulation and spatial interaction; further cues from
the virtual world are missing, and the haptic community still needs
to articulate an ultimate haptic device able to render a wide range
of tactile sensations [42]. Although this ultimate device seems far
from existing, strategies such as introducing tangible props [29] or
vibrotactile stimulation can partially supply the missing sensory
content [30]. In parallel, we face a rapid development in robotics,
namely the use of cobots is rapidly introduced to middle and small
industries [5, 27] and further investigated in the home context [41].
Such technology is closer to the end-user than ever before and is
rapidly enabling a wide range of applications relevant to HCI [19].
In the past, being of exclusive use of assembly lines, nowadays
cobots are also relevant as assistive devices, kitchen support, cine-
matic production. We argue that haptics can take advantage of such
a revolution and focus its efforts on exploring the design space and
possibilities that are now possible thanks to this evolution. Recently
presented applications have shown the flexibility of cobot-based
haptic interfaces, such as rendering textures, shapes, and kinesthetic
feedback [24, 25]. For other application cases of robot manipula-
tors, the reader can refer to Mercado et al. [25, 26]. Finally, Bouzbib
et al. [7] who recently compiled an excellent overview on haptic
devices for VR. They summarized that haptics can strongly benefit
from manipulator-based applications as a step forward towards a
flexible and high-quality haptic interface that can be adopted by a
broader range of users; envisioning that future, we present a tool
that enables non-robotic experts to explore and implement their
own haptic applications by bringing a plug-and-play software piece
that allows them to control the robot from a more familiar environ-
ment (Unity) instead of moving them to unfamiliar paradigms, e.g.,
ROS interfaces.

1https://www.oculus.com/quest-2/
2https://www.vive.com/eu/product/vive-cosmos/features/
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(a) Robot 3D Model (b) Plugin Interface

Figure 2: The two visual components of our plugin.

3 TOWARDS PLUG-AND-PLAY ROBOTICS
We developed the Cobity plugin as a bridge to bring robotics closer
to HCI researchers, therefore prioritizing easiness to use and setup.
The plugin runs in the same operating system (Windows) and
does not require network communication with auxiliary platforms.
It does not need to launch additional software to establish the
connection and communicate with the robot. In the following, we
present the details of our implementation.

3.1 Architecture
To reduce computational costs in the host computer and the com-
plexity of the communication setup, we aimed to provide direct
communication from the graphic engine to the robot joints. How-
ever, such implementation raises a series of conflicts, such as the
control frequency required to make the robot movement smooth
and stable. A direct control loop over the robot joints involves a
minimum of 1Khz to avoid instabilities and oscillations in the mo-
tor; however, a graphic engine such as unity typically runs at ∼30 to
120 fps. While this is frequently acceptable for graphics, it’s not suit-
able for robot control. Therefore, we developed a dynamic library
that manages this communication by running a velocity control
over the 1KHz loop of the robot, see Figure 3. This introduces a
middle loop that sets targets to the High-frequency loop whenever
it reads them from the physics loop in the graphic engine. The
central loop reads positions in coordinates centered in the robot’s
base. The cartesian coordinates are converted into velocity vectors
(Rotational and Translational), communicated to the kinematics
loop, and finally applied to the joint motors. The feedback from the
encoders is read from the encoders in the robot and then sent to
the graphic engine to animate the cobot’s model.

3.2 Control
We implemented a PD control [13] in the translation and rotation
axis. Proportional-Derivative (PD) controls are widely used for high-
level control in robotics [32, 35, 43, 44]. Similarly, we used a PD
controller to create a velocity control based on cartesian coordinates

eθ,ψ,φ

PD(P)

PD(R)

GDLS

FK
Forward Kinematics

Gaussian Damped 
Least Square

ex,y,z q[0..n]
q[0..n]

Px,y,z

q[n]θ,ψ,φ

targetRθ,ψ,φ

targetPx,y,z

ω

v
+

-

+
-

Kortex

Unity3D/plugin Plugin

3D Model

Game 
Dynamics

Control
Parameters

Figure 3: Plugin communication scheme, a C++ dynamic
library manages the information exchange between the
graphic engine and the control loop of the robot: The
graphic enginemanages the positions in the virtual environ-
ment, the target positions and measured feedback are sent
and retrieved from the plugin. The plugin then communi-
cates with the robot loops using the Kortex API to manipu-
late the robot’s end effector towards the target position re-
ceived from the virtual environment. Also, feedback from
the joints and estimated end-effector position are sent back
to the virtual environment.

given by Unity. The Kortex Library3 internally computes inertia,
Gravity and Coriolis.

Equation 1 and 2 describe the PD control based on Dorf and
Bishop [13]:

𝑃𝑥,𝑦,𝑧 = 𝑃𝑥,𝑦,𝑧,𝑏𝑖𝑎𝑠 + 𝐾𝑝 ∗ 𝑒 (𝑡) + 𝐾𝑑 ∗ (𝑒 (𝑡) − 𝑒−1 (𝑡)) (1)

𝑅𝜃,𝜓,𝜙 = 𝑅𝜃,𝜓,𝜙,𝑏𝑖𝑎𝑠 + 𝐾𝑝𝑅 ∗ 𝑒 (𝑡) + 𝐾𝑑𝑅 ∗ (𝑒 (𝑡) − 𝑒−1 (𝑡)) (2)

Where 𝑃𝑥,𝑦,𝑧 and 𝑅𝜃,𝜓,𝜙 represent the pose of the end effector
(Cartesian position and rotations), 𝑃𝑥,𝑦,𝑧,𝑏𝑖𝑎𝑠 and 𝑅𝜃,𝜓,𝜙,𝑏𝑖𝑎𝑠 are
the standard offsets in position and rotation, 𝐾𝑝 , 𝐾𝑑 and 𝐾𝑝𝑅, 𝐾𝑑𝑅
are the controller components (PD) for position and rotation re-
spectively and finally 𝑒 (𝑡) represent the error between target po-
sition/rotation and current position/rotation. We used them to
interface the target position and rotation vectors and the robot
end-effector position/rotations (joint 𝑞 [𝑛] ). Rotations and transla-
tions are handled separately, given the mechanical and interaction
implications of each of them. While an overshoot in the robot’s
translation can easily lead to a collision with the user, an overshoot
in rotation (in-place) of the end-effector will preserve the distance
between the end-effector to the user’s hand. The velocities (Carte-
sian and angular) are introduced in the Gaussian Damped Least
Square inverse kinematics solver. This solver is based on Jacobian
inversion and adds a gaussian damping factor to handle the be-
havior of the jacobian matrix near singularity configurations. The
reader can find further information about this algorithm in Phuoc
et al. [33]. Figure 3 illustrates this control loop in more detail.

The plugin sends cartesian (®𝑣) and angular velocities ( ®𝜔) and
reads the robot’s joint rotation angles to animate the 3D model in
the scene.

3.3 Interface
Our plugin visual interface is divided into two main components:
(1) the editor interface that works as GUI input to the robot and

3https://github.com/Kinovarobotics/kortex
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(2) the 3D representation of the robot that provides feedback about
the robot’s current pose.

3.3.1 Editor interface. The interface of our plugin (see Figure 2b)
enables the user to set communication parameters such as IP address
and login information (required to access the manipulator), as well
as Target inputs: which are the goal coordinates and angles that
the user wants the end effector to adopt, the pose is communicated
in real-time to the robot. Access to these variables is also possible
from external scripts by making a call to the script instance. Control
Parameters are the inputs fields for 𝐾𝑝 , 𝐾𝑑 , 𝐾𝑝𝑅, 𝐾𝑑𝑅 , these values
can be used for online tuning of the robot behavior or for damping
the speeds. The field Measured Position provides feedback of the
end-effector position in the robot base coordinates frame and is
drawn using a gizmo in the Graphic engine 3d space.

3.3.2 Robot 3D representation. We render the robot’s 3D model in
the virtual environment using the values obtained from the cobot’s
encoders. Herefore, we use the values of the forward kinematics
that are implicitly calculated by setting those rotations to the 3d
subcomponents of the cobot (gameobjects). We also render the
forward kinematics obtained from the Kortex solver as a gizmo in
the debug window of the 3D engine. Our library assumes that the
robot is in the center of the coordinate system, as this is not always
the case; the control script of the robot harmonizes the mismatch in
coordinate systems using the virtual robot 3D position. Therefore,
the end-effector can be set to follow an object in the scene without
requiring to provide relative coordinates of the robot, allowing a
more straightforward game logic.

4 TECHNICAL EVALUATION
To test the functionality and stability of our plugin, we ran a set
of technical tests and showcased the capabilities of the system by
developing two common use-cases in haptics for VR; encountered-
type haptics, and object manipulation.

Our system has two primary design criteria: (1) Safety of use in
shared environments with humans, and (2) speed performance to
timely meet the user requirements. To facilitate the understanding
of the dynamics of the system, we characterized the response of
the cobot using Cobity, detailed values about the transfer function
can be found in the plugin repository.

We executed an automated test of the robot speed in every trans-
lational axis. The robot was programmed to move from position
A to B (𝐴 − 𝐵 = 40𝑐𝑚). Then, we recorded the time it needed to
reach the final position. Similarly, we evaluated the system’s ro-
tation axis; We rotated the end effector from an angle 𝛼𝑎 to 𝛼𝑏 (
𝛼𝑎 − 𝛼𝑏 = 90◦). Figure 4 shows the step responses for the system
without any PD control tuning. The standard response of the sys-
tem is constrained in speed in order to meet the regulations for
cobots (EN ISO 10218-2:2011).

5 SHOWCASES
In the following, we present four showcases that highlight the
potential for rapid prototyping of our plug-and-play solution. For
each application, we connect the virtual environment with the
cobot to deliver haptic feedback.
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Encountered-type Haptics. When using a robotic manipulator,
encountered-type haptics (ETH) is probably one of the first use
cases to imagine. We implemented a virtual environment to repli-
cate a simple ETH scenario; the participant’s hand can be tracked
using VIVE Trackers or Leap motion (or the headset built-in hand
tracking). A straightforward approach to enable ETH is to move
the robot in the plane of the surface that is required to be rendered,
constrained to the hand’s movement. Using our plugin, it is nec-
essary only to trace a line from the hand position to the surface
to be rendered and move the robot according to the hand move-
ment. Further improvements can be added, for example making a
predictive control of the end effector to anticipate the hand’s future
position. Figure 5a and 5b depicts a user touching a flat surface
that corresponds to a virtual door. A more realistic rendering of flat
surfaces can be obtained using a round rotating surface as described
in [25]. The latter approach also enables the rendering of different
surface textures.

Mid-air Extended Haptics. Ultrasound-based mid-air haptics uses
sound waves generated by an array of transducers to render tactile
sensations at the palm of the hand. A well-known constraint of
mid-air haptics is the rendering workspace [2, 8, 17, 39], the usage
of a cobot as a driver of the haptic array can help to overcome such
limitations. State of the art approaches proposes to increase the
number of arrays [39], attach the array to a rotary joint [17] or
switch the positions of the array as required [8].

However, an online driving of the array in the 3D space using
a manipulator emerges as a more robust and beneficial approach.
We attached a haptic array to the end effector of our robot and
guided the robot’s movement using the position of the palm, given
by a Leap Motion. Using the transform of the end effector (simu-
lated thanks to the rotation of the joints read by the plugin), we
transformed the coordinates of the hand from the leap motion co-
ordinates to the world coordinates. Figure 5c and 5d illustrate a
user interacting with a dynamic haptic array; the array is kept at a
distance of ∼30cm of the palm to preserve a high rendering quality.

Social Touch. Social VR has been increasing its presence in VR
stores; apps like VR chat, RecRoom or PokerStars VR are becoming
more popular. Social VR allows multiple users to join in a shared
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(a) Encoutered Type Haptics (b) Encoutered Type Haptics Vir-
tual Environment

(c) Extended Mid-Air Haptics (d) Extended Mid-Air Haptics Vir-
tual Environment

Figure 5: Four additional example use cases which we can envision to deliver haptic feedback in VR.

Virtual Environment and let the participants interact in a more
natural way than 2D interactions. However, touch is still a missing
component in this context. Social touch has been demonstrated to
increase the perceived human likeliness in virtual agents [15]. How-
ever, this sensation depends highly on the kinaesthetic feedback
provided by the human hand; therefore, although versatile, vibrotac-
tile actuation does not create such perception. Alternatively, robotic
manipulators with human hand alike end effectors can automate
this task and enhance social VR environments.

Figure 1 shows our implementation of social touch using a silicon
human hand that features a heat-able foil. The prototype is driven
by a cobot using the Cobity plugin. The participant interacts in a
VR environment. Whenever the virtual avatar touches the user’s
shoulder, the robot moves the hand to their real shoulder. This setup
could be further improved by using rigged hands as end effectors,
for example, the Shadow Dexterous Hand4.

On Demand Tangible objects. Tangible props are a common ap-
proach to introducing haptics in a VR scene, yet, the usage of
Ttngibles requires a previous preparation of the physical scene to
match the haptic-enabled VR objects, reducing the flexibility of
this method. Recent advances have demonstrated that it is possible
to alter the perception of Stiffness and friction of tangible prop
[12, 38]. Furthermore, De Tynguy [11] explored the extent to which
the virtual representation of tangible props can be altered without
perceiving such mismatch. In addition to those approaches, the
ability to switch the tangibles presented on the scene would signifi-
cantly enhance the versatility of such a method. Mercado et al. [24]
presented a remarkable proof of concept addressing this use case.

6 DISCUSSION AND CONCLUSION
Cobot control remains a highly technical task, keeping apart HCI
designers with non-engineering backgrounds. Current solutions
require deploying extensive middle-ware and, in some cases, in-
volve more than one operative system for simple prototyping. To
facilitate introducing cobots in VR applications and reduce the
time of experience prototyping, we introduced Cobity, a solution to
use a virtual environment to control the cobot directly from Unity.
We developed a real-time C++ library acting as a bridge between
4https://www.shadowrobot.com/dexterous-hand-series/

the cobot and the graphic engine. In this way, we transfer the 3D
positions of the VR application onto real cobot motions.

We presented a dynamic library that enables the usage of Unity as
rapid cobot experience prototyping. We run a technical evaluation
using our new plugin. Finally, we presented a range of showcases
that evidence the flexibility of cobot-based haptics, from kinaes-
thetic to ethereal sensations, including social touch. The goal of
Cobity is to facilitate rapid prototyping for cobot usage in VR in-
stead of replacing the standard architecture ROS. The purpose of
such a plugin is to speed up the prototyping of applications within
the HCI domain. In the bigger picture, this plugin will facilitate the
mediation with different types of cobots used for HCI research.

Cobity is available at https://github.com/xteeven/
Cobity and maintained by the Media Informatics
Group at LMU Munich. New features and develop-
ment will be added to this repository.

As of today, our system only considers the serial robot Kinova
Gen3 (6DoF + 7Dof) and Gen3 Lite; we envision a compatibility
enlargement to include other widely-used models as the Universal
Robots line (UR3, UR5, and UR10), as this line of cobots is more
common in HCI environments. The following stages of the plugin
require implementing a simulation system to help designers have
development speed even higher. Moreover, individual joint control
is required for more complex scenarios, allowing a more compre-
hensive range of applications for our plugin, especially those that
demand path planning or obstacle avoidance.
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