
How to Communicate New Input Techniques

Sven Mayer1, Lars Lischke1, Adrian Lanksweirt1, Huy Viet Le1, Niels Henze1,2

1University of Stuttgart, Stuttgart, Germany
{sven.mayer, lars.lischke, adrian.lanksweirt, huy.le}@vis.uni-stuttgart.de

2University of Regensburg, Regensburg, Germany, niels.henze@ur.de

ABSTRACT
Touchscreens are among the most ubiquitous input technolo-
gies. Commercial devices typically limit the input to 2D touch
points. While a body of work enhances the interaction through
finger recognition and diverse gestures, advanced input tech-
niques have had a limited commercial impact. A major chal-
lenge is explaining new input techniques to users. In this paper,
we investigate how to communicate novel input techniques
for smartphones. Through interviews with 12 UX experts, we
identified three potential approaches: Depiction uses an icon
to visualize the input technique, Pop-up shows a modal dialog
when the input technique is available, and Tutorial explains all
available input techniques in a centralized way. To understand
which approach is most preferred by users we conducted a
study with 36 participants that introduced novel techniques
using one of the communication methods. While Depiction
was preferred, we found that the approach should be selected
based on the complexity of the interaction, novelty to the user,
and the device size.

Author Keywords
Finger orientation; finger-aware interaction; finger roll
interaction; nail/knuckle interaction; interaction methods; user
interface.

ACM Classification Keywords
H.5.2 User Interfaces: User-centered design

INTRODUCTION
In 2017, 5 billion mobile phones were in use and 66% of the
world’s population used one1. Over the last decade, smart-
phones have not only become the primary device for mobile
interaction but also serve as the primary computing device for
many users. Consequently, diverse and increasingly complex
mobile applications have become available. Today, virtually
all applications that are available for desktop computers are
also available for smartphones. While the number of smart-
phone users and the diversity of applications increases every
1www.gsma.com/mobileeconomy/
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year, the basic input techniques essentially remain the same.
Despite all efforts to promote other input techniques such
as speech, advanced gestures, and air touch, a variation of a
single touch, the main input remains the single touch on touch-
screens. This is in clear contrast to desktop computers which
enable expressive input techniques through combinations of
mice and keyboards.

A number of input techniques beyond a single touch including
force touch and gesture shortcuts are possible on touchscreen
devices. However, they are not widely used, often unknown to
users, and not well communicated. Recent research proposed
further input techniques to enlarge the input space of today’s
touch devices, including finger-aware input [6], finger orienta-
tion input [30], phone squeeze input [20], and Back-of-Device
(BoD) interaction [8]. While some of these techniques are
already available for commercial devices, none have become
widely used.

As system’s functions have to be learned they are not always
obvious. As shown by Müller et al. [33], a visual cue that
highlights input possibilities significantly increases how often
people interact with a system. Moreover, both Shneiderman
et al. [41] and Norman [34] argue for the discoverability of
interaction and indeed we see many ways to help users to
understand new input techniques. Hover effects are, for exam-
ple, a common way to communicate the possibility to click
a button. More complex interactions are harder to communi-
cate. With Word 1997, Microsoft introduced Clippy, a virtual
assistant that provided in-situ help for text processing by high-
lighting possible actions. Clippy was removed six years later
and is considered a classic example of how not to foster dis-
coverability [36].

As the affordance of input techniques for touchscreens that
go beyond simple touch interaction is limited, novel input
techniques for touchscreens must be communicated. The
most common approach to introduce novel input techniques
is through the graphical user interface (GUI). Today, Apple
use the “Tips” app to explain how all features of the iOS
eco-system work. In cases of an update, Apple triggers notifi-
cations to advise users that they can learn about new features
in the “Tips” app. On their U11 smartphones, HTC informs
users about “Edge Sense” during the device setup and addition-
ally shows a pop-up whenever edge sense can be used within
an app. While Apple’s “Tips” app and HTC’s device setup
enable users to understand how to use new input techniques,
true discoverability in the sense of Shneiderman et al. [41] and
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Norman [34] is not achieved. They both argue that a function
should be self-explanatory and new input techniques should
seamlessly be learned while using the device.

In this paper, we seek to understand how user experience (UX)
experts envision to communicate input techniques beyond a
single touch. Moreover, we aim to understand which communi-
cation method is preferred by users. Therefore, we conducted
design sessions with UX experts. We asked them how they
envision enabling discoverability. We found that designers
were split between three different approaches to communicate
new input techniques: a) Depiction, an approach similar to
Shneiderman et al. [41] that highlights available input tech-
nique through icons; b) a Pop-up which informs users about
available input techniques whenever a new one is available;
and c) the Tutorial which explains all input techniques in a
centralized way. We evaluated the three approaches using
five different tasks. In each task, the user needed to use a
different novel input technique, namely: Finger Orientation
Interaction, Finger Roll Interaction, Nail/Knuckle Interaction,
and Finger-Aware Interaction. We found that participants
preferred Depiction over both Pop-ups and the Tutorial.

RELATED WORK
First, we present state-of-the-art approaches to communicating
input techniques. We then highlight four novel input tech-
niques which potentially will make it into consumer devices.
In our studies, the four techniques form the foundation to
study ways for communicating novel input techniques. All
four have been studied in detail in previous work but are not
widely available for consumer devices: Finger Orientation
Interaction, Finger Roll Interaction, Nail/Knuckle Interaction,
and Finger-Aware Interaction.

Communication of new Input Techniques
While Shneiderman et al. [41] and Norman [34] both argue
for interaction discoverability, today’s mobile devices look
different from their vision of usable interaction. Apple, as
one of the main players in the mobile market with over one
billion active devices2, uses the “Tips” app3 on all their iOS
devices to introduce new features by triggering a notification
and guiding the user through a tutorial. HTC’s “Edge Sense”
is communicated to users during device setup and additionally
a pop-up is shown whenever Edge Sense can be used.

The pinch-to-zoom gesture is available on all major smart-
phones, Microsoft Windows’ touch interface, digital cameras
(e.g. Sony Alpha a7 iii), and computer trackpads. However, an
on-device communication concept was never developed. The
two-finger gesture dates back to 1985 when Krueger et al. [24]
used the index finger and the thumb to indicate the size of an
ellipsis. One of the first occurrences where pinch-to-zoom is
described is by Rubine [38] in 1992. In 2005, it was used by
Han [14] in a tabletop scenario. However, until 2007 it was
not used for consumer devices nor was a strategy developed
to communicate the pinch-to-zoom gesture to users. With
the first iPhone, the gesture became available in a consumer
2https://apple.com/newsroom/2018/02/
apple-reports-first-quarter-results/
3https://tips.apple.com/en-us/ios/iphone

product but a way to communicate the gesture on the device
was not implemented. Instead, Apple used the presentation
of the iPhone4 to communicate the gesture live on stage by
showcasing it twice; once for photos and later for maps. The
presentation of the iPhone and subsequent ads by Apple ex-
plained the gesture to potential users, which emerged as a
cross-platform gesture in the following years.

Samsung’s latest launcher, which is for instance pre-installed
on the Galaxy S9, shows a line on the side to indicate that a
swipe to the center of the screen allows users to open a shortcut
menu and the iPhone X presents a swipeable line at the bottom
of the screen as a replacement for the home button. A wide
range of opportunities to use swipe interactions, for example
in the Gmail app which allows swiping left or right to archive
an email, are not visually communicated. The iPhone’s force
touch allows a user to preview and open content and is also not
visually communicated. Instead, it was presented in an Apple
keynote and subsequent ads. The long press in the Android
eco-system is never communicated; users must discover the
input technique. Lastly, another gesture which became a cross-
platform standard is the “pull-to-refresh” gesture, which is
implemented by all major apps, such as Gmail, Facebook, and
Instagram, but never communicated to the user.

Finger Orientation Interaction
Since the beginning of the touchscreen era multiple use cases
emerged for how to utilize a finger’s orientation for input.
Wang et al. [44] proposed the use of the finger orientation for
interaction with tabletops. Wang and Ren [45] proposed use
cases of the new input dimension, such as selecting items in
a pie menu by rotating the finger. Later, Xiao et al. [48] en-
larged the set of use cases to the smartwatch domain. Z-touch
by Takeoaka et al. [42] used finger pitch angle as an input
source, for controlling Bezier curves in a drawing application.
Rogers et al. [35] as well as Xiao et al. [48] proposed new user
interface (UI) controls such as rolling context menus and circu-
lar slider where the yaw angle is mapped to a “twist” sensitive
control. Moreover, Mayer et al. [29, 31] showed ergonomic
constraints when using Finger Orientation Interaction. Fur-
thermore, Goguey et al. [11] highlighted the range of pitch
and roll movements which occur during tabletop interaction.
These constraints need to be take into consideration when
designers and researchers implementing new UI controls.

As finger orientation is that common we see a number of ap-
proaches to acquiring the orientation to enrich the interaction.
While Kratz et al. [23] and later also Mayer et al. [32] used
depth cameras above the touchscreen to identify the orien-
tation, Rogers et al. [35] used a dedicated sensor array for
identification. However, recent approaches use the capacitive
image provided by commercial touchscreens. Both Xiao et
al. [48] and Mayer et al. [30] used a machine learning approach
to achieve higher accuracy.

Finger Roll Interaction
Roudaut et al. [37] proposed using the roll of the finger for
input. They envision a circular clockwise / counterclockwise
4Macworld San Francisco 2007 Keynote 2007-01-09: youtube.com/
watch?v=t4OEsI0Sc_s
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input by rolling the finger to the side. They argue that the
circular gesture can be used to access hidden menus. Huang
et al. [22] used the finger roll to implement a keyboard on
smartwatchs.

Roudaut et al. [37] distinguish between taps, strokes and roll in-
puts by analyzing the trajectory of the touch input. Hernandez-
Rebollar et al. [18, 19] used six dual-axis accelerometers at-
tached to the fingers to track the position and the roll of the
fingers. Huang et al. [22] also used inertial measurement
sensors to implement a keyboard that assigns different char-
acters to different areas of users’ finger pads contacting the
touchscreen.

Nail/Knuckle Interaction
The most prominent work regarding nail/knuckle interaction
is by Harrison et al. [16]. They envision using a normal tap as
one input and further distinguish between knuckle, nail and fin-
gertip. Lopes et al. [26] use different hand gestures for actions
such as copying, pasting and deleting objects. Lastly, Hsiu et
al. [21] used nail deformation as an indirect measurement to
estimate the “force” on the touchscreen.

Harrison et al. [16] identify the different inputs based on
changes in the acoustical spectrogram retrieved from con-
ventional medical stethoscope with an electret microphone. In
contrast, Lopes et al. [26] use the sound of the gesture for input
identification. They used the characteristics of the amplitude
and the frequency to detect different interactions.

Finger-Aware Interaction
Finger-aware interaction is mostly used with a specific finger
as a modifier of a touch event, allowing different fingers to be
responsible for different actions. Colley and Häkkilä [6] used
finger-aware interaction to map different functions onto the
fingers themselves. For instance, they envisioned navigating
the contact app with different fingers, e.g., opening a contact
using the index finger and making a call by tapping the contact
with the thumb. Gupta and Balakrishnan [13] implemented a
smartwatch keyboard which makes uses of finger-aware inter-
action by mapping two characters to one key and, depending
on the finger used, one of the two characters is send to the
application layer. Gupta et al. [12] proposed “Porous Inter-
faces”. Two applications are stacked on top of each other with
a semi-transparent front layer. They envisioned an interaction
where one finger can interact with the front application and
another with the application in the background.

Finger identification approaches that attach sensors to the user
generally yield the best recognition rate. A large body of work
applied infrared sensing from beneath a tabletop for finger-
aware interaction [1, 9, 10]. Gupta et al. [12, 13] used infrared
sensors mounted on different fingers to identify touches made
by the index and middle finger. Similarly, Masson et al. [28]
based their recognition on touchpads using vibration sensors
attached to the user’s finger. Further approaches include using
electromyography [2], gloves [27], RFID tags [43] and re-
cently capacitive images [25]. Another approach uses cameras
to identify touches from different fingers. Researchers pre-
dominantly used a combination of RGB cameras and computer
vision [46, 49].

Summary
While touchscreens have become one of the most important
input devices for mobile computers, most commonly used
input techniques are essentially a variation of a simple touch
on the screen. Commercial devices assume that users are al-
ready aware of the available input techniques or explain them
through tutorials. Research that investigates how to commu-
nicate novel input techniques is, however, sparse. In contrast,
a large body of work proposed novel input techniques for
touchscreens which all have the potential to enrich mobile
interaction but are not used in practice. Thus, in this paper,
we investigate how to communicate new input techniques to
users. We use Nail/Knuckle Interaction, Finger Orientation
Interaction, Finger Roll Interaction, and Finger-Aware Inter-
action to study possible approaches for communicating novel
input techniques.

DESIGN SESSIONS
To explore ways to communicate new input techniques, we
conducted an interview series with 12 UX experts. We
recruited the experts (9 male and 3 female) from two
leading design universities and one institute focusing on
human-computer interaction (HCI). All interviews were audio
recorded for later analysis. For the assessment of the four
input techniques, we used a Latin square design to balance the
order.

Procedure
After the experts were welcomed, they were asked to sign a
consent form and fill in a questionnaire about demographics.
Then we introduced them to the interview and explained its
overall intent: “How should a touchscreen system introduce
new input techniques?” Participants had the chance to ask
questions throughout the study. After the general introduction,
we informed the participants about the four input techniques
using a slideshow, namely: Nail/Knuckle Interaction, Finger
Orientation Interaction, Finger Roll Interaction, and Finger-
Aware Interaction, see Figure 1. For each input technique
we had an idea creation phase where we asked the experts to
imagine how the input techniques could be used in the mobile
devices’ most popular types of applications [4], such as instant
messaging, browsing, and email apps.

After the idea creation session we interviewed the experts in
depth on each of the four input techniques. Following this
they each then chose one of their use-cases for a more in-depth
interview comprising 13 questions to ensure good designs
as laid out in the “Eight Golden Rules” by Shneiderman et
al. [41] and the “Seven Fundamental Design Principles” by
Don Norman [34]. For each input technique, we gave the
experts a sheet of paper with five designated sections for draw-
ings, labeled (1) pre interaction, (2) interaction possibilities,
(3) during the interaction, (4) after the interaction, and (5)
possible error stats. We asked the experts to use the sections
they needed to sketch their ideas.

We wrapped up the interview with final remarks and answered
remaining questions. Lastly, we thanked the experts for their
participation in our expert interviews and reimbursed them
with e 10.



(a) Finger Orientation (b) Finger Roll (c) Nail (d) Knuckle (e) Finger-Aware
Figure 1. The input techniques which were used to study possible communication patters for novel input techniques: Finger Orientation Interaction,
Finger Roll Interaction, Nail/Knuckle Interaction, and Finger-Aware Interaction.

Results
We conducted 12 expert interviews with a total length
of 1,005min (M = 83.3minutes, SD = 7.2, Min = 60, Max
= 120). We transcribed all interviews and coded them us-
ing Atlas.ti5. We transcribed the interview literally while
not summarizing or transcribing phonetically. However, we
transcribed pauses longer than one second to understand the
conversation. This technique is known to offer a subjective
experience [3]. Next, three researchers coded one interview
of the material to establish an initial coding tree. A single
researcher coded the rest of the data. Finally, we employed a
simplified version of qualitative coding with affinity diagram-
ming [15] for interview analysis as this offers a rapid way to
analyze and understand the feedback provided by interviews.
In the following, we first present insightful comments from
the idea creation session and then about the four discussed
input techniques. To relate opinions, we name the experts E1
to E12. A set of sketches drawn by the experts is shown in
Figure 2.

Summarizing how the experts rated the intuitiveness of the
input techniques, only 3 experts considered Nail/Knuckle In-
teraction as the most intuitive input technique, followed by
the Finger Roll Interaction where 6 experts found them to
be generally intuitive. Lastly, both Finger Orientation and
Finger-Aware Interaction was found to be generally intuitive
by 7 experts.

Finger Orientation Interaction
As discussed earlier, finger orientation input has, unlike the
other input techniques, two dimensions, which can be changed
at the same time. Further, in previous research, finger ori-
entation has often been studied as a single input technique.
This is reflected in the interviews. Experts either used it as
a combined input techniques where two parameters can be
changed at the same time or as two independent operations.

The experts envisioned using Finger Orientation Interaction
for several use cases. They generally considered the input
technique to be mainly useful for manipulating views. Manip-
ulations such as zooming, which today is typically realized
using two fingers, can be substituted using the orientation of

5http://atlasti.com/de/produkt/v7-windows/

the finger. Here, zooming (E1, E3, E6, E11) and scrolling (E4,
E5, E6, E9) were named as examples for fundamental input
techniques. Further, manipulating a 3D view as a more com-
plex use case was envisioned (E2, E5, E7, E8). It could be, for
example, used to manipulate an object or to zoom and rotate
a map at the same time. Furthermore, E10 imagined chang-
ing values by changing the orientation of a finger. Thereby,
the user could select dates in a calendar using the pitch of
the finger. Similarly, E1-E4 envisioned setting the time or a
timer using the yaw of the finger. The experts also imagined
accessing different shortcuts with each angle of the finger (E3,
E6, E9, E12) or mapping it to a brush type or a brush size
(E5, E8) in a drawing application. E1 and E10 proposed using
uncomfortable finger orientations for safety-critical actions,
e.g., factory reset.

Eight experts considered pop-ups to be an appropriate way for
communicating the input technique to users (E1, E2, E4-E6,
E8, E11, E12). Moreover, E10 suggested a more intuitive
way to communicate the input technique, where the user is
guided by an interactive animation to learn how the new input
technique works. Furthermore, E5 and E11 suggested using
a tutorial to explain the input techniques. Using icons to
visualize the new input technique, thus following the depiction
method, was mentioned by E3.

The experts generally agreed that smartphones are well-suited
for implementing finger orientation input. Five highlighted
that finger orientation is also well suited for input on smart-
watches; on the other hand, finger orientation on tablets was
only highlighted three times. Additionally, E9 stated that
finger orientation input should always be implemented as a
relative input, as performing absolute angles is difficult for
users.

Finger Roll Interaction
Experts considered Finger Roll Interaction to be useful for
switching between views (E1, E4-E9); either to switch be-
tween apps or in an app switch between views. As in-app
use cases, the experts proposed moving between one mes-
senger conversation and another or to flip pages in an ebook.
Switching between views using roll input could also be used
to manipulate UI elements such as a “Switch” or toggle button
(E1, E4-E9). This switching function could also be imple-

http://http://atlasti.com/de/produkt/v7-windows/


(a) Nail Icon (b) Knuckle Icon (c) Finger Orientation Alarm (d) Finger Roll Gallery (e) Finger-Aware Drawing
Figure 2. Sketches drawn by the experts during the interview to underline their strategies for their use cases. (a) and (b) present possible depiction icons
to guide the user to use their nail or knuckle as input. (c) - (e) present three different use cases each for one input technique.

mented as a scrolling function according to 3 experts (E2, E9,
E12). On the other hand, again experts made use of rolling as
a continuous input for UI elements such as adjusting a thermo-
stat (E10) or to set a position on a slider as used for music and
video player manipulation (E2). Further, two experts (E3 and
E8) envisioned the Finger Roll Interaction to control games.
Lastly, a shortcut menu similar to Roudaut et al. [37] was
mentioned by E6.

The experts proposed two basic approaches for communicat-
ing finger roll input to users: (1) using a pop-up and (2) using
an icon that depicts the interaction. Here, E1, E4-E9, E11,
and E12 suggested using pop-ups. E2, E3, E8, E10 suggested
depiction to communication the interaction. The experts envi-
sioned using an icon combined with a specific way of guiding
the user to the interaction. For the guidance, the experts en-
visioned a transformation of the touched object whenever a
Finger Roll Interaction is possible. For instance, E2 suggested
transforming the “play” button in a music app into a slider
when skimming through the song is possible using Finger Roll
Interaction.

The experts generally envisioned Finger Roll Interaction to be
used on all screen sizes. However, E5 and E8 had concerns in
regards to using Finger Roll Interaction on smartwatches.

Nail/Knuckle Interaction
In contrast to Finger Orientation and Finger Roll, this in-
teraction uses categorical input rather than continuous input
dimensions. This led to two different types of actions in the
interviews. However, the actual use of nail or knuckle can
easily be applied to the other input techniques. Most of the
experts stated that input technique could be implemented for
system-wide actions.

All experts saw nail and knuckle input as a perfect solution for
shortcuts, such as taking a screenshot (E1, E4-E8, E11, E12),
undo (E2, E3, E8), marking mail as spam (E9), snoozing of the
alarm (E7), and within music applications (E10). Furthermore,
the input technique could be used to select multiple objects and
for scrolling, similar to finger-aware interaction (E2). Nail and
knuckle input was further envisioned for unlocking or turning
on the screen using a knock (E8, E9) and opening the context
menu (E1, E4). E3 would use the input for safety-critical input
like a factory reset. E4 had the idea to replace already existing
functions like long-press replacement.

Experts generally agreed on two ways to communicate the
new interaction; first, by showing a pop-up, when the inter-
action is available for the first time. However, as most of the
proposed use cases are system-wide operations, the experts
also proposed explaining the input technique during the setup
of the device in a tutorial.

Four experts stated that whenever a special action is triggered
visual feedback to the user would be beneficial. Four experts
proposed a growing wave similar to the pattern a drop produces
on a water surface. Furthermore, experts see the usefulness
of nail and knuckle interaction as rather limited. Four experts
considered the input technique to be useful for all touchscreen
devices, two only for smartphones, and one for tablets. Lastly,
two experts (E2, E9) argued that there might be problems in
using the nail input with long nails and that this should be
studied independently.

Finger-Aware Interaction
Experts proposed finger-specific shortcuts (E2-E4, E8, E10,
E12) for certain apps such as calendars (E2, E4, E10) or to stop
an alarm (E2). They also proposed different tones for each
finger in a piano application (E10). Three experts (E3, E10,
E12) saw a benefit for drawing apps. They envisioned two
different approaches, either to map a different color to each
finger or to map different brushes to each finger. Another area
was the text editing domain. E1 and E6 envisioned copy and
paste using two dedicated fingers, and E7 proposed enhancing
caret positioning using finger-aware input. A specific finger
could be used to select whole words, unlike today’s imple-
mentation of caret manipulation. E8 and E9 envisioned using
a specific finger open a system-wide context menu. On the
other hand, multi-finger shortcuts have been proposed for app
switching similar to the iOS implementation (E4). E4 and E5
see a benefit for finger-aware interaction on keyboards, where
for example italic text could be realized using one finger, or
one finger used to enter the second layer of characters on each
key to substitute the long-press. Both E2 and E11 proposed
a UI element with a maximum of five options, one per finger.
They envision this to be similar to a slider, without taking up
the space on the screen to fit a long slider widget.

The majority of the experts drew a hand like a symbol to com-
municate the different option per finger to the user. However,
they again used the representations in different ways to explain



the finger-aware interaction to the user. Six experts (E1, E4,
E6, E9, E11, E12) stated they would use icons with text to
communicate the interaction, with the two options of when
the device is getting set up or when the interaction is available
for the first time pop-ups. E2, E3, E5, E7, E8, and E10 pre-
ferred a depiction as the form of communication. Moreover,
three of the experts stated that they would see the benefit of
finger-aware interaction for larger screens (E5, E7, E9).

Interview Discussion
To understand how UX experts would design ways to commu-
nicate new input techniques, we asked them which use cases
they envisioned and how they would communicate the input
techniques to users. We asked them to envision use cases for
the following four input techniques: Nail/Knuckle Interaction,
Finger Orientation Interaction, Finger Roll Interaction, and
Finger-Aware Interaction. They did so, then each elaborated
on their favorite use case in-depth. They envisioned how this
use case would work with the new input technique and how
they would communicate this to users.

We found that experts are split between three methods to intro-
duce a new input technique. The most common method was
to use Pop-ups whenever a new input technique is available.
Second, we found that for interaction techniques which they
found to be intuitive they suggested using less obtrusive De-
piction (e.g. icons) to communicate a new technique. Last, the
experts suggested using an introduction during device setup
using a Tutorial where the user is guided through a process
and the option to revisit the tutorial as in the iPhone’s “Tips”
app. The results of the design session showed that the experts
envisioned a wide variety of use cases but focused on three
different methods to communicate new input techniques to
users. They would choose a given method on the basis of
how intuitive they considered the input technique to be. In
the following, we compare the three communication patterns:
Depiction, Pop-up, and Tutorial using a study where users are
asked to learn and to perform the new input techniques.

Depiction: a small icon next to the element of interest in the
UI depicting the available input techniques. The depiction
is intended to work without additional textual explanations.

Pop-up: a modal dialog which appears the first time an input
technique is available in the next view. The pop-up contains
a textual description and visual depiction.

Tutorial: an introduction into all new input techniques at
once, either when the input technique becomes available
through an update or when setting up the device, again,
using a combination of textual description and depiction.

EVALUATION
Based on the findings from the interview series, we designed
a lab study in which we compared the three communication
methods Depiction, Pop-up, and Tutorial with regards to their
UX.

Study Design
We conducted a lab study to compare the three methods for
communicating new input techniques proposed by the UX ex-
perts. Namely we compare the COMMUNICATIONPATTERNS:

(a) Depiction (b) Pop-up (c) Tutorial
Figure 3. The three different COMMUNICATIONPATTERNs which were
proposed by the experts in the design session.

Depiction, Pop-up, and Tutorial, see Figure 3. We prototyped
five different TASKS: Alarm, Chat, Drawing, Gallery, and
Map, see Figure 4. To minimize the influence of unreliable
novel implementations of the discussed touchscreen-based in-
put techniques we used a Wizard-of-Oz study design [7]. We
conducted the study with COMMUNICATIONPATTERNS as a
between-subjects variable while TASKS was a within-subjects
variable. This ensures that participants had no experience with
an input techniques when it is explained through one of the
COMMUNICATIONPATTERNS. We used the system usability
scale (SUS) [5], the AttrakDiff [17] questionnaire, and three
open questions to evaluate the UX of the mixed design study
with COMMUNICATIONPATTERNS × TASKS.

In the Chat task, the participant had the option to use
Nail/Knuckle Interaction to enrich the interaction. To cover the
Finger Orientation Interaction we added two separate tasks to
enable the wizard to recognize the movement accurately. In
the Alarm task, participants had to rotate the finger around the
yaw axis to change the time. In the Map task, the pitch of the
finger manipulates the map view. In the Gallery task, Finger
Roll Interaction is used to scroll through the images. Finally,
Finger-Aware Interaction is used for a Drawing application,
where each finger is mapped to a different color.

Apparatus
We used a Nexus 5X Android smartphone for learning and
performing the new input techniques and a Nexus 7 for the
wizard. Bluetooth was used to send the commands from the
wizard to the smartphone used by the participant. We audio
recorded the participants’ responses to the open questions.
Further, we recorded the whole study using a GoPro Hero3+.

Alarm task: participants were asked to set five different times
by changing the yaw orientation of their finger while touching
the screen; in which clockwise rotation increased the time.
The input technique was realized as a relative input always
starting from the last value. For the Depiction condition, we
displayed an icon with two curved arrows around the finger as
proposed by the experts, see Figure 4a.

Chat task: we implemented shortcuts as proposed by the ex-
perts. Touching a text using the nail copied the text and touch-
ing with the knuckle pasted the text from the clipboard. The



(a) Alarm (b) Chat (c) Drawing (d) Gallery (e) Map
Figure 4. The five different TASKS used in the evaluation study.

task was to agree to terms and conditions by pasting “I have
read the Terms and Conditions” into a textfield word by word.
Experts proposed depicting the nail and knuckle, see Figure 4b
for the icons used in this task.

Drawing task: participants were asked to draw a scene from
their last vacation, a meal, a car, a pet and an island. Partici-
pants were further asked to use at least three different colors.
Each color was assigned to one finger; the color assignment
being shown by a small hand icon, see Figure 4c. By touching
the hand participants were able to remap and change colors.

Gallery task: participants were asked to find five specific
images in a gallery containing the 100 image6 using Finger
Roll Interaction. Scrolling through the images was possible by
rolling the finger and visualized with an arrow over an fingertip,
see Figure 4d. The position of the Finger Roll Interaction was
not taken into account. The target images were printed on
paper.

Map task: participants were asked to use a map for finding
six cities, each on a different continent. Moving the map was
possible through panning with the finger, while zooming in and
out of the map was realized by changing the pitch of the finger
while still touching the screen. This again was visualized by
an icon representing the finger and its pitch in relation to the
device, see Figure 4e.

Procedure
After welcoming the participants, we explained the purpose
and the procedure of the study. Afterward, we asked them
to fill out a consent form and a demographics questionnaire.
During the whole study, the participants were seated on a chair,
the wizard (experimenter) was sitting directly opposite to the
participant, with a table in between. The study started by
handing the smartphone to the participant. In the Tutorial con-
dition, the participant first learned about all input techniques
using the tutorial and then started with the TASKS. In the other
conditions, the participants directly started with the tasks A
pop-up informed them about the input technique in the Pop-up
condition and an icon representing the input technique was
displayed in the Depiction condition. The order of the tasks
6All images used in the study are under Creative Commons CC0
available at: pixabay.com

was randomized. No further information was given by the ex-
perimenter; however, after each task, participants were asked
three questions: (1) Did you feel comfortable performing the
input? (2) Did you like the method introducing the input tech-
nique? and (3) Do you have suggestions for improving the
introduction method?

Participants
We recruited 36 participants (23 male and 13 female). The
participants were aged from 20 to 29 years (M = 24.2, SD
= .38). The majority (21) of them were Android users, 13
were iOS users, and only 2 were Windows Phone users. In
total, the study took between 30 and 40 minutes per participant.
We reimbursed them with e 5.

RESULTS
In total 36 participants rated 180 interactions, each using an
SUS and an AttrakDiff. In detail, each of the three COM-
MUNICATIONPATTERNS were evaluated with respect to the
UX by 12 participants in a between-subjects design. Thus
each participant was asked to fill in five SUS and five At-
trakDiff one for each TASK. Additionally, they answered a set
of three questions regarding the COMMUNICATIONPATTERN.
The audio recordings were transcribed by two researchers and
we performed a simplified qualitative analysis with affinity
diagramming on the interview data [15].

System usability scale (SUS)
To conduct a two-way mixed model analysis of vari-
ance (ANOVA), we applied the Aligned Rank Transform
(ART) [47] to the SUS scores, using the ARTool toolkit7 to
align and rank our data.

We conducted a two-way mixed model ANOVA to determine
whether TASK and COMMUNICATIONPATTERN significantly
influenced the usability of the interaction, see Figure 5. For
all means and standard deviations see Table 1. Our analysis
revealed significant main effects for TASK and COMMUNI-
CATIONPATTERN on SUS score (F4,132 = 5.975, p < .001;
F2,33 = 7.783, p< .002, respectively). However, there were no
significant two-way interactions between TASK × COMMUNI-
CATIONPATTERN (F8,132 = 1.276, p = .261). Next, pairwise
7depts.washington.edu/madlab/proj/art/index.html

http://pixabay.com
http://depts.washington.edu/madlab/proj/art/index.html
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Figure 5. The system usability scale (SUS) results of COMMUNICATION-
PATTERN × TASK. Error bars are showing the standard error.

post-hoc comparisons using Tukey’s method for p-value adjust-
ment within the levels of the main factor COMMUNICATION-
PATTERN revealed significant differences of the SUS score
between Depiction vs. Pop-up (t147.78 = 3.142, p < .006) and
Depiction vs. Tutorial (t147.78 = 3.637, p < .002). However,
the pairwise comparisons did not reveal a significant difference
for Pop-up vs. Tutorial (t147.78 = .495, p = .874).

AttrakDiff
To conduct a two-way mixed model ANOVA, we again ap-
plied the Aligned Rank Transform (ART) [47] to the three
scores of the AttrakDiff, using the ARTool toolkit to align
and rank our data. We performed four two-way mixed model
ANOVAs one for each scale: Pragmatic Quality (PQ), He-
donic Quality-Identity (HQ-I), Hedonic Quality-Simulation
(HQ-S), and Attractiveness (ATT). For all means and standard
deviations see Table 2.

We conducted a two-way mixed model ANOVA to deter-
mine whether TASK and COMMUNICATIONPATTERN sig-
nificantly influenced the Pragmatic Quality (PQ), see Ta-
ble 2 and Figure 7. Our analysis revealed significant main
effects for TASK and COMMUNICATIONPATTERN on PQ
score (F4,132 = 10.045, p < .001; F2,33 = 5.553, p < .01,
respectively). However, there were no significant two-way
interactions between TASK × COMMUNICATIONPATTERN
(F8,132 = 1.3, p = .249). Next, pairwise post-hoc comparisons
using Tukey’s method for p-value adjustment within the lev-
els of the main factor COMMUNICATIONPATTERN revealed
significant differences of the PQ score between Depiction vs.
Tutorial (t125.79 = 3.256, p < .005). However, the pairwise
comparisons did not reveal significant differences for Depic-
tion vs. Pop-up (t125.79 = 2.244, p = .068) and Pop-up vs.
Tutorial (t125.79 = 1.012, p = .571).

Next, we conducted a second ANOVA to determine whether
TASK and COMMUNICATIONPATTERN significantly influ-
enced the Hedonic Quality-Simulation (HQ-S), see Table 2.
Our analysis revealed no significant main effects nor a signifi-
cant two-way interaction (p > .05), see Table 2.
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Figure 6. The AttrakDiff results of the four categories Pragmatic Qual-
ity (PQ), Hedonic Quality-Identity (HQ-I), Hedonic Quality-Simulation
(HQ-S), and Attractiveness (ATT) for the three COMMUNICATIONPAT-
TERNS.

Next, we conducted a third ANOVA to determine whether
TASK and COMMUNICATIONPATTERN significantly influ-
enced the Hedonic Quality-Identity (HQ-I), see Table 2
and Figures 6 and 7. Our analysis revealed significant main
effects for TASK on HQ-I score (F4,132 = 4.071, p < .004).
However, there were no significant main effect for COMMUNI-
CATIONPATTERN and no significant two-way interaction be-
tween TASK × COMMUNICATIONPATTERN (F2,132 = 1.129,
p = .336, F8,132 = .851, p = .56, respectively).

Lastly, we conducted a fourth ANOVA to determine whether
TASK and COMMUNICATIONPATTERN significantly influ-
enced the Attractiveness (ATT), see Table 2. Our analysis
revealed significant main effects for TASK on ATT score
(F4,132 = 9.275, p < .001). However, there were no significant
main effect for COMMUNICATIONPATTERN and no significant
two-way interaction between TASK × COMMUNICATION-
PATTERN (F2,132 = 1.129, p = .434, F8,132 = .885, p = .531,
respectively).

Qualitative Results
We asked if they felt comfortable performing the input tech-
niques, here participants provided generally positive feedback.
However, the Alarm task stood out with 17 out of 36 (47.2%)
participants considering this interaction uncomfortable. All
other tasks were considered uncomfortable by fewer than 10

Depiction Pop-up Tutorial
M SD M SD M SD

Alarm 72.1 23.3 57.9 20.8 65.6 20.4
Chat 80.2 15.1 69.6 26.3 62.1 22.3
Drawing 94.4 8.5 75.6 22.7 70.8 17.2
Gallery 87.7 6.2 78.5 11.4 80.6 22.5
Map 90.2 11.6 76. 21.2 68.3 22.4

Mean 84.9 15.9 71.5 21.7 69.5 21.3
Table 1. The system usability scale (SUS) results of COMMUNICATION-
PATTERN × TASK, SUS score translate in letter grades as follows: 65.0 -
71.0 = “C”, 71.1 72.5 = “C+”, and 84.1 - 100.0 = “A+” [40].
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Figure 7. Portfolio presentation graph comparison of the AttrakDiff,
with Hedonic Quality (HQ) = Hedonic Quality-Identity (HQ-I) + Hedo-
nic Quality-Simulation (HQ-S).

participants. The Drawing tasks seemed to be the most com-
fortable tasks as they only received negative comments by four
participants.

Next, participants were asked to comment on the communi-
cation method. Here, we found that the GALLERY task was
the most criticized across all COMMUNICATIONPATTERNS
(6 × Depiction, 3 × Pop-up, and 5 × Tutorial). On the other
hand, in the Drawing task, only the Pop-up, and Tutorial were
criticized. All other 164 comments were positive.

Participants provided several comments improving the input
techniques. However, in regards to the COMMUNICATIONPAT-
TERNS participants had two major suggestions. First, partici-
pants asked for an animation instead of static icons 50 of the
180 (27.8%) times (16 × Depiction, 17 × Pop-up, and 17 ×
Tutorial). Second, 16 times participants recommended a video
to explain the input techniques (1 × Depiction, 7 × Pop-up,
and 8 × Tutorial).

Depiction Pop-up Tutorial
M SD M SD M SD

PQ 1.71 .14 .9 .21 .69 .18
HQ-I 1.3 .11 .86 .17 .95 .12
HQ-S 1.38 .08 1.53 .1 1.27 .1
ATT 1.35 .15 1.01 .19 .86 .17

Mean 1.44 .18 1.08 .17 .94 .14
Table 2. The AttrakDiff results of the four categories Pragmatic Qual-
ity (PQ), Hedonic Quality-Identity (HQ-I), Hedonic Quality-Simulation
(HQ-S), and Attractiveness (ATT) of COMMUNICATIONPATTERN ×
TASK. All scales range between -3 and 3.

DISCUSSION
We conducted a mixed design study with 36 participants. Each
participant performed five different TASKS, each with a dif-
ferent input technique. The novel input techniques were com-
municated in three different ways either through Depiction,
Pop-up, or Tutorial. Each participant was only subject to one
of the three COMMUNICATIONPATTERNS. In the analysis, we
were interested in how the different COMMUNICATIONPAT-
TERNS influenced the participants’ ratings rather than how the
TASKS performed against each other. Thus, the discussion
focuses on comparing the COMMUNICATIONPATTERNS.

Looking at the SUS results, our analysis revealed that the
Depiction method to communicate new input techniques out-
performed both the Pop-up and Tutorial in terms of overall
usability of the techniques. Moreover, the portfolio presenta-
tion of the AttrakDiff charted the Depiction in the “desired”
area while the other COMMUNICATIONPATTERNS were po-
sitioned in the less attractive “self-oriented” area. However,
only the Pragmatic Quality (PQ) is significantly different for
Depiction vs. Tutorial.

A number of participants commented on the icon for visual-
izing the available input technique. Across all COMMUNICA-
TIONPATTERNS, they asked for an animation. Moreover, for
the Pop-up and Tutorial they would have liked a video to guide
them through the procedure of the new input technique.

Summarizing our results we found that users prefer the De-
piction approach using icons over both Pop-up and Tutorial
with regards to the SUS, the Pragmatic Quality (PQ) of the
AttrakDiff and the qualitative feedback. Therefore, our results
are in line with the design recommendation by Shneiderman
et al. [41] and Norman [34]. On the other hand, today’s con-
sumer devices provide features that lack easy and intuitive
discoverability. Thus, they need to use tutorials while setting
up a new device or using pop-ups. This is not only true for
new devices but also for new in-app features. As a result of our
studies, we conclude that Depiction is generally preferred by
users. However, we also see advantages of the other methods
which would suggest that using Pop-up or Tutorial can in some
cases also be beneficial.

Depiction offers an in-situ visualization of the “simple” interac-
tions [39] directly within the UI. While this has the advantage
that the user is informed about the input technique right on the
spot where the technique is used, the representation is limited
to a small visual footprint, similar to the fingerprint icon for
unlocking the phone. Therefore, long explanations cannot be
embedded within a Depiction and the representation always
uses display space not only when the interaction is new to the
user. Moreover, while animating the Depiction is possible, this
will guide the users’ attention away from the content towards
the interaction where the UI should enable to perform a task
and not distract the user.

Pop-ups enable developers and designers to a communicate
“compound” interactions [39] (multiple gestures as one single
input) in different levels of detail. A simple icon combined
with text is one option; however, animations or even videos can
also be used to communicate input techniques to users. The



drawback of Pop-ups is that they disrupt the interaction flow
and force users to switch the context whenever the Pop-ups
show up to teach a new input technique.

Tutorials are similar to Pop-ups as they can communicate
“compound” interactions, but also enable developers and de-
signers to communicate more conditional “compound” inter-
actions and even multiple input techniques at the same time.
While the workflow of the user is not interrupted by Tutorials,
the user is asked to learn multiple input techniques at once
which increases the workload and can be confusing.

DESIGN IMPLICATIONS
We derived the following design implications for the three
approaches Depiction, Pop-up, and Tutorial to communicate
novel input techniques to users.

Interaction complexity dependent communication. “Sim-
ple” input techniques should be explained through Depic-
tion. “Compound” input techniques should be explained
through Pop-ups and conditional “compound” input tech-
niques through a Tutorial.

Animate if possible. Pop-ups and Tutorials should be ani-
mated and presented in a visually compelling way. However,
Depiction should be only animated when an input technique
is available for the first time; later no animation should be
used to avoid distracting the user.

Make use of the screen space. Pop-ups are preferable to
Depiction for small screen sizes to save the space for dis-
playing content. For large screens Tutorials are preferable
to Pop-ups as an extra side view can present all information
without cutting down on the user’s content.

CONCLUSION
In this paper, we investigated how novel input techniques
can be communicated. We first conducted design sessions
with 12 UX experts and found that in general there are three
approaches for communicating new input techniques, namely:
Depiction, Pop-up, and Tutorial. To understand each approach,
we conducted a study in which 36 participants were taught new
input techniques to perform five different tasks using one of
the three approaches. Based on the findings of both studies we
derived three design implications for how to communicate new
input techniques. In particular, we found that the approach
should be selected based on the complexity of the interaction,
novelty to the user, and the device size.

While we derived a set of three concrete design implications
to introduce users to new input techniques, future research
should investigate the long-term effects of each approach as
our study was conducted in a lab environment. Here, future
research should focus on long term memory effects. Especially
when using Pop-ups and Tutorials, new input techniques might
be forgotten over time. As our study was conducted in a lab
setting, this possibly influenced the participants’ ability to
identify the new interaction. Thus, the input techniques should
be deployed in real-life tasks which would enable in-the-wild
evaluation.
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