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ABSTRACT
Smartphones are the most successful mobile devices and offer
intuitive interaction through touchscreens. Current devices
treat all fingers equally and only sense touch contacts on the
front of the device. In this paper, we present InfiniTouch,
the first system that enables touch input on the whole device
surface and identifies the fingers touching the device without
external sensors while keeping the form factor of a standard
smartphone. We first developed a prototype with capacitive
sensors on the front, the back and on three sides. We then
conducted a study to train a convolutional neural network that
identifies fingers with an accuracy of 95.78% while estimating
their position with a mean absolute error of 0.74cm. We
demonstrate the usefulness of multiple use cases made possible
with InfiniTouch, including finger-aware gestures and finger
flexion state as an action modifier.
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INTRODUCTION
Over two billion people use smartphones for applications that
were previously exclusive to computers, including email wri-
ting, browsing the internet, and editing pictures [64]. In con-
trast to computers, smartphones can be used while on the
move and in a wide range of situations in which only one
hand is available for interaction. From a technical point of
view, touchscreens translate the contact areas of touches into
two-dimensional positions for an intuitive interaction through
direct touch. However, this limits the input vocabulary as
smartphones are commonly used one-handedly [5, 40] with
only the thumb touching the display. This slows down inte-
raction compared to input devices for computers and generally
leads to reachability issues.

Input devices such as mouse and keyboard are designed to be
used with multiple fingers and offer more input dimensions
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Figure 1. Our full-touch smartphone prototype based on two LG Nexus
5 and a Genuino MKR1000 for touch sensing on the edges.

than touchscreens by enabling multiplex input. For example, a
mouse offers at least two buttons that enable index and middle
fingers to activate different functions at the same cursor posi-
tion while a hardware keyboard offers modifier keys to perform
shortcuts. Thus, smartphone manufacturers incorporated input
controls beyond the touchscreen that can be controlled by fin-
gers which previously only held the device (e.g., fingerprint
scanners). Similarly, previous work thoroughly investigated
Back-of-Device (BoD) interaction and presented smartphone
prototypes with touch input capability on the back [17, 42], the
edges [34], and on the whole device surface [44, 53]. These
devices enable multiple fingers to perform explicit (e.g., gestu-
res [42, 63]) or implicit input (e.g., grip recognition [44]).

Common approaches for BoD interaction simply add a second
touchscreen [15, 17, 76], so that contact areas are still transla-
ted into two-dimensional positions while inputs of all fingers
are treated equally. Thus, it is not possible to use different fin-
gers for different functions. Moreover, the full finger and hand
surface can get in contact with the back side (c.f., Figure 3a)
so that translating individual contact areas to two-dimensional
positions is not feasible anymore. Previous work limited the
size of the touch panel [6, 17, 42], or used patterns of the grip
contact areas to activate different actions [11, 12, 13]. In ad-
dition, they used external hardware (e.g., wearable sensors or
cameras) which reduces the mobility but enables identification
of the touching finger. However, there is no previous work
that interprets all contact areas on the device surface to enable
different fingers to activate different functions. The concept
of treating different fingers individually for touch interaction
has been called finger-aware interaction. Each finger could
be responsible for a specific function similar to how computer
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mouses are used. This enables a wide range of applications
including shortcuts, mode switches, finger-specific functions,
reachability improvements, and one-handed pinch gestures.

In this paper, we develop InfiniTouch, a system that enables
finger-aware interaction on a smartphone’s whole device sur-
face. In contrast to previous work, our prototype has the form
factor of a standard smartphone and does not require external
hardware. We use the contact areas on the whole device sur-
face to train a convolutional neural network (CNN) for finger
identification. The model achieved an accuracy of 95.78% for
identifying fingers on the device surface while estimating their
3D position with a mean absolute error (MAE) of 0.74cm. In
contrast to grip recognition [44], our model enables fingers to
perform implicit as well as explicit input. We implemented
multiple use cases to showcase the performance of our model
and the usefulness of finger-aware interaction on the whole
device surface of smartphones during one-handed interaction.

BACKGROUND AND RELATED WORK
We develop finger-aware interaction on smartphones with
touch sensing on the whole device surface. Thus, we review
previous approaches that enable finger-aware interaction on
touch surfaces. Afterwards, we review previous approaches
that enable touch interaction beyond the touchscreen.

Finger-Aware Touch Interaction
Three common approaches were presented in previous work
to enable finger-aware interaction on touch surfaces: (1) using
wearable sensors attached to the user, (2) using cameras to
capture the hand, and (3) interpreting the shape geometry of
touches. In general, attaching wearable sensors to the user,
including vibration sensors [49], infrared sensors [29, 30], glo-
ves [48], and electromyography [7], yields the highest accura-
cies. However, these approaches reduce mobility since additi-
onal sensors are required. Instead of instrumenting the hand,
RGB cameras (e.g., webcams) and computer vision techni-
ques were used to identify fingers touching a surface [71, 83].
Moreover, depth and infrared cameras such as the Microsoft
Kinect and the Leap Motion enable touch sensing [56, 73] and
are commonly used to prototype finger-aware interaction [14].
However, the cameras need to be attached or close to the
smartphone which affects form factor and mobility. Tabletops
(e.g., Microsoft PixelSense) use infrared cameras integrated
into the display to provide high-resolution touch images that
enable a wide range of applications [3, 9, 19, 22, 50]. Unfortu-
nately, such data is not available on commodity smartphones.

Therefore, another branch of research used the raw data of
touchscreens to infer the source of touch. These are low-
resolution fingerprints that can be retrieved from mutual ca-
pacitive touchscreens and are referred to as capacitive ima-
ges [28, 36, 43, 51]. Capacitive images are mainly used by
the touch controller to determine a precise touch position and
are typically not exposed to the application layer. Previous
work used this data for a wide range of applications, including
biometric authentication [28, 36], detecting palm touches [43],
and estimating the finger orientation [51, 55, 78]. Gil et al. [23]
used capacitive images to differentiate between touches from
thumb, index, and middle finger on smartwatches. However,

when not performed in exaggerated poses, the accuracy is
around 70% which is not reliable enough for interaction.

While the use of capacitive images does not require external
hardware, their accuracy is not sufficient for interaction. In
contrast to cameras or sensors attached to the user’s hand,
touchscreens can only sense individual fingertips without any
information about the remaining hand. This makes it chal-
lenging to identify which fingers touched the display. To the
best of our knowledge, there is no previous work that uses a
standalone smartphone without wearable sensors or cameras
to enable finger-aware interaction with a suitable accuracy.

Touch Sensing beyond the Front Touchscreen
The simplest and most common approach for BoD interaction
is to attach two smartphones back-to-back [15, 17, 62, 75,
76]. However, this approach increases the device thickness
which negatively affects the hand grip and interaction [42, 65].
This is detrimental for studies that observe the hand behavior
during BoD interaction, and could lead to muscle strain. To
avoid altering the device’s form factor, researchers built cus-
tom devices that resemble smartphones [6, 11, 66]. However,
these approaches mostly lack the support of an established
operating system so that integrating novel interactions into
common applications becomes tough. As a middle ground,
researchers use small additional sensors that barely change
the device’s form factor. These include 3D-printed back cover
replacements to attach a resistive touch panel [42], and custom
flexible PCBs with 24 [53, 54] and 64 [11] square electrodes.
However, neither the panel size nor the resolution is sufficient
to enable precise finger-aware interactions such as gestures
and absolute input on par with state-of-the-art touchscreens.

Beyond capacitive sensing, researchers proposed the use of
inaudible sound signals [57, 61, 72], high-frequency AC sig-
nals [82], electric field tomography [81], conductive ink sen-
sors [26], the smartphone’s camera [77, 79], and other built-in
sensors such as IMUs and microphones [27, 60, 80]. While
these approaches do not increase device thickness substantially,
their raw data lack details to enable finger-aware interaction.

While using flexible PCBs as presented in previous work is
a promising approach, the resolution is not sufficient. Furt-
her, previous work used proprietary technologies so that other
researchers cannot reproduce the prototype to investigate in-
teractions on such devices. There is no previous work that
presents a reproducible (i.e., uses commodity hardware) full-
touch smartphone prototype.

Summary
Related work predominantly used external hardware (e.g., we-
arable sensors and cameras) to enable finger-aware interaction
on touch surfaces. Since these approaches limit mobility, rese-
archers investigated the use of the shape geometry of touches
which can be retrieved from capacitive touchscreens. Howe-
ver, the achieved accuracy is insufficient for interaction as
touchscreens can only register a limited part (i.e., individual
fingers) of the hand. Without information about the remaining
hand and its degrees of freedom, it is challenging to infer
which finger touched the device. Thus, we propose to use
capacitive images representing touches on the whole device



surface to train a finger identification model. We develop a
full-touch smartphone that provides these capacitive images
and train a state-of-the-art machine learning model to identify
touches. We show that fingers can be identified with an accu-
racy of 95.78% while the finger positions can be estimated
with an MAE of 0.74cm during one-handed interaction.

FULL-TOUCH SMARTPHONE PROTOTYPE
We developed a full-touch smartphone prototype that provi-
des capacitive images for a finger identification model. We
adapted an approach presented in previous work [44] and used
two LG Nexus 5 as basis which provides capacitive images
with a resolution of 27×15 px on the front and back side. As
using the full hardware of both smartphones (i.e., stacking the
devices) lead to a noticeable increase in thickness, we separa-
ted the prototype into two modules to gain flexibility in form
factor: a Handheld Device, and a Hardware Container. Each
module is comprised of a self-designed printed circuit board
(PCB) that act as extension adapters to connect the Handheld
Device (PCBHD) and Hardware Container (PCBHC) with each
other via flexible flat cables (FFC). Instead of manufacturing
proprietary sensors, we based our prototype on two commo-
dity smartphones and release the schemes of our self-designed
PCB so that the community can re-implement our prototype.
This enables further exploration of interaction techniques ba-
sed on finger-aware interaction on the whole device surface.
The PCB schemes, 3D models, component descriptions, and
source code to reproduce our prototype are available on our
project page1 under the MIT license.

Handheld Device
The Handheld Device (see Figures 1 and 2a) consists of a 3D
printed frame, two Nexus 5 touchscreens, 37 copper plates as
capacitive touch sensors on the edges, and a PCBHD. The 3D
printed frame holds both touchscreens and encloses PCBHD.
The capacitive touch sensors are fixated on the left, right and
bottom side of the frame. Each touch sensor is a 6×y×0.5mm
(with y = 6mm for left and right, and y = 12mm for the bottom
side) copper plate which is glued into engravings of the frame
with a gap of 1.0mm in between and sanded down for a smooth
feeling. The copper plates are connected to the PCBHD which
in turn comprises three MPR121 capacitive touch controllers
operated by a Genuino MKR 1000 microcontroller in the Har-
dware Container. Similarly, both touchscreens are connected
via a board-to-board connector on the PCBHD and are operated
by the remaining components of the Nexus 5 located in the
Hardware Container. The two FFCs are routed through the
top side of the Handheld Device as there is a low likelihood
that it disturbs the user when holding the phone in a usual
grip [45, 46]. The dimensions of the Handheld Device are
137.6×68.7×8.9mm (115g). In comparison, the dimensions
of an off-the-shelf Nexus 5 are 137.8×69.1×8.6mm (130g).

Hardware Container
The Hardware Container (see Figure 2b) is a 3D printed box
that contains two Nexus 5 circuit boards and batteries, a Gen-
uino MKR 1000 microcontroller, three micro USB breakout
boards, and two tactile buttons. The circuit board of the Nexus
1https://github.com/interactionlab/InfiniTouch

(a) Handheld Device (b) Hardware Container
Figure 2. Full-touch smartphone prototype: (a) the Handheld Device,
and (b) Hardware Container containing the processing units. Both com-
ponents are connected via our self-designed PCB and flexible flat cables.

5 is connected to a compatible board-to-board connector on
PCBHC which in turn is connected to the touchscreens. To
access the power buttons and USB ports of the two Nexus 5,
we replaced them with tactile buttons and USB micro brea-
kouts integrated in the Hardware Container. Moreover, we
extended the Genuino’s USB port to a USB micro breakout
board. The Genuino MKR 1000 is connected to the PCBHC to
operate the side sensors connected to the PCBHD, and can be
powered by battery via the JST connector or through USB.

Capacitive Images and Interconnection
We accessed the 27×15 px capacitive images of the front and
back touchscreen by modifying the Android kernel. Each pixel
corresponds to a 4.1×4.1mm square on the 4.95′′ touchscreen.
The pixel values represent the differences in electrical capa-
citance (in pF) between the baseline measurement and the
current measurement. We used I2C calls to access the regis-
ter for test reporting as described in the RMI4 specification
(511-000405-01 Rev.D) and the driver’s source code2. We pul-
led the capacitive images from the debugging interface with
20 fps and stored them in the proc filesystem (procfs) to make
them accessible in the application layer. As the edge sensors
are square electrodes, we simply read their values with the
MPR121 library to retrieve a capacitive image.

To generate a merged capacitive image of the sensor values on
all sides, the Nexus 5 responsible for the front opens a WiFi
hotspot to receive the values from the Nexus 5 on the back and
the Genuino MKR 1000. The transfer latency measured by
an average round trip time over 1000 samples is 7.2ms (SD
= 2.6ms). As the capacitive images can be pulled from the
debugging interface with 20 fps at most, the transfer latency
can be neglected. Data from side sensors can be retrieved
at 130 fps. We developed an Android library that retrieves
the capacitive images, establishes a connection between front,
back and side, and provides a callback function in which
developers can retrieve the merged capacitive images.

GROUND TRUTH DATA COLLECTION
Using our prototype, we conducted a study to collect a dataset
comprising the capacitive images and respective 3D motion
2github.com/CyanogenMod/android_kernel_lge_hammerhead/blo
b/cm-12.1/drivers/input/touchscreen/touch_synaptics_ds5.c
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(a) Grip 1 (b) Grip 2 (c) Grip 3 (d) Grip 4 (e) Grip 5
Figure 3. Five HAND GRIPs used in the study and adopted from previous work [47].

data of each joint of the hand. The former will be the input
for our model and the fingertips of the latter the output. Parti-
cipants performed finger movements starting from five hand
grips as shown in Figure 3 to cover possible finger positions.

Apparatus
To record finger motions with sub-millimeter accuracy, we
used an OptiTrack motion capture system with eight came-
ras (OptiTrack capturing at 240 fps). The cameras were firmly
mounted to an aluminum profile grid as shown in Figure 4a. To
enable these infrared cameras to record the finger movements,
we attached 25 reflective markers (6.4mm spherical markers
with skin adhesive M3 base) on all joints of the hand similar
to previous work [20, 45] and as shown in Figure 4b. Ad-
ditionally, we attached four markers on the top part of the
full-touch smartphone which enables us to track the device in
six degrees of freedom. We installed a display in front of the
participant to show instructions (see Figure 4a).

Design
The study has three independent variables, HAND GRIP, FIN-
GER and TASK. For HAND GRIP we used known hand grips
that were shown in previous work [47] and in Figure 3. For
FINGER, we used all five fingers of the right hand. As tasks,
we used free movements, in which participants freely moved a
specified finger; swipe gestures, in which participants perfor-
med swipe gestures into left, right, bottom and up directions;

(a) (b)
Figure 4. Study setup: (a) motion capture system with 8 cameras moun-
ted on a aluminum profiles and (b) reflective markers (6.4mm spheres)
attached to the hand of a participant.

and free placements with thumb in which participants placed
the specified finger followed by a thumb movement to simulate
using fingers on the rear as modifiers.

The three independent variables result in a 5×5×3 within-
subject design. We counterbalanced the GRIP using a balanced
Latin square and used a random order for FINGER and TASK.
The duration of each task was 30 seconds which results in a
total duration of 30sec× 5× 5× 3 = 37.5 minutes. During
these tasks, participants were surrounded by eight motion
capture cameras and were seated on a chair without armrests
as shown in Figure 4a. Including the briefing, optional breaks,
and attaching markers, the study took around 60 minutes.

Procedure
After we obtained informed consent, we collected demo-
graphic data using a questionnaire and measured the parti-
cipants’ hand size and finger lengths. We then proceeded to
attach 25 skin adhesive markers on their right hand to enable
motion tracking. Instruction slides were shown on the display
which explains the procedure of the study as well as the finger
movements and hand grips that participants should perform.
We further showed them a demo of the required movements
and asked them to perform it on trial to ensure that everything
was fully understood.

After handing the full-touch smartphone to the participants,
they first imitated a grip shown on the instruction display
and were then instructed to perform the shown task. While
the displayed finger specifies the main finger to move, we
allowed the participants to also move other fingers if this
was necessary to move the main finger. This is necessary to
record hand grip states that are as realistic as possible (e.g.,
the ring finger can only be moved individually to a lesser
extent [31]). The described process was repeated for all HAND
GRIPS, FINGERS, and TASKS. The experimenter monitored
the markers throughout the study to ensure that the finger was
moved at an adequate speed and that all markers are visible in
the motion capturing.

Participants
We recruited 20 participants (7 female) between the ages of
20 and 29 (M = 24.1, SD = 2.5). All participants were right-
handed. The average hand size was measured from the wrist
crease to the middle fingertip and ranged from 15.6cm to
25.0cm (M = 19.3cm, SD = 2.0cm). Our collected data com-
prise samples from the 5th and 95th percentile of the anthropo-
metric data reported in prior work [58]. Thus, the sample can
be considered as representative. Participants were reimbursed
with 10 EUR for their participation.



FINGER IDENTIFICATION MODEL
We train a model to estimate the fingertip locations using the
capacitive images as input. The model output contains an
estimated 3D location for each finger which can also be used
to identify the source of the contact areas (referred to as blobs).

Data Set & Preprocessing
We synchronized the motion data with the capacitive images
of the front, back, and edges of the full-touch smartphone. We
used the capacitive images as input and the 3D motion data of
the fingertips as ground truth for our machine learning model.
We performed the following four data preprocessing steps:

1. Labeling and cleaning motion data: We labeled all markers
in the captured 3D motion data using semi-automatic labe-
ling provided by OptiTrack’s Motive:Body software. We
did not use any reconstruction and smoothing approaches
to avoid generating artificial marker positions.

2. Transforming global to local coordinate system: We trans-
formed each hand marker from the global coordinate system
into the phone’s coordinate system and projected them onto
the device surfaces. We validated the transformation by
sampling five random frames per participant which we ma-
nually checked for correctness.

3. Removing incomplete and erroneous data: To ensure a
complete and valid data set for model training, we keep
only frames in which the rigid body and finger tips are fully
available. Further, we applied a heuristic to detect erroneous
rigid body tracking by assuming that the phone was not
held in uncommon poses (e.g., up-side-down, flipped). This
heuristic removed 0.21% of all frames.

4. Synchronizing motion data and capacitive images: We mer-
ged the capacitive images with the transformed motion data
using timestamps as the merge criteria. As touchscreen la-
tency is unavoidable and higher than the latency of a motion
capture systems [10], the finger’s ground truth position is
ahead of the touch, especially during fast movements. To
counteract the latency, we used a sliding window of 240
frames for each capacitive image to find a motion capture
frame in which the currently moving finger is within the
generated blob (preferably in the center). We validated the
merging process by checking whether the motion data corre-
sponds to the blobs in the capacitive images. This was done
by determining the blob’s contour and checking whether
the 2D position of the fingertip lies within the contour.

In total, our dataset consists of 9,435,903 valid samples stored
in a 67.3GB HDF5 file3 to enable training on a large dataset.

Estimating the Fingertip Positions using CNNs
To develop the model, we used a participant-wise split of
70%:20%:10% for the training, test, and validation set. I.e.,
the model is trained on data from 14 participants, tested on
4 participants, and validated on the remaining 2 participants.
We implemented CNNs using Keras 2.1.3 based on the Ten-
sorFlow backend. We performed a grid search as proposed
by Hsu et al. [37] to determine the most suitable network
3support.hdfgroup.org/HDF5/whatishdf5.html
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Figure 5. An illustration of the architecture of our CNN for finger posi-
tion estimation. The network input is 896-dimensional, and the number
of neurons in the network’s remaining layers is given by 57,334–57,334–
28,672–28,672–256–128–15.

architecture and hyperparameters. If we do not report a hy-
perparameter in the following, we applied the standard value
(e.g., optimizer settings) as reported in Keras’ documentation.

Our final CNN architecture is shown in Figure 5. The input
consists of capacitive images with 28×32 pixels normalized
to a range between 0 and 1. The output consists of 15 values
((x,y,z) for five fingers) that represent the estimated 3D finger
positions relative to the upper left corner of the display in mm.
Thereby, a finger farther away from the device (e.g. lifted
finger) has a higher distance in the z-axis as captured in the
data collection study. We trained the CNN using an RMSprop
optimizer [67] (similar to the AdaGrad [18] optimizer but with
a less radical learning rate decay) with a batch size of 500.
We experimented with different learning rates and found that
an initial learning rate of .0001 leads to the best performance.
We used batch normalization [38] and a 0.5 dropout after
each pooling and dense layer to prevent overfitting. While we
experimented with L2 Regularization, it did not improve the
overall performance in our experiments. We initialized the
network weights using the Xavier initialization scheme [25].

After experimenting with traditional loss functions for regres-
sion such as root-mean-squared error (RMSE), we developed a
custom loss function to train our CNN. As fingers above or be-
low the device cannot be physically tracked by the touchscreen
(e.g., thumb resting above the display), errors induced by mo-
vements perpendicular to the touchscreen would affect the
RMSE loss function as substantial as an error in horizontal (x)
or vertical (y) direction. However, when omitting the z axis,
the CNN would lose a feature to differentiate whether fingers
are touching the device. Since a less accurate estimation of the
z-axis can be easily compensated by checking the blob availa-
bility at the time using the model, we lowered the influence
of the z-axis error by using an RMSE for the x and y axis, and
a root mean squared logarithmic error (RMSLE) [39] for the
z-axis as follows:

loss =

√
∑

n
i (pxyi − p̂xyi)

2

n
+

√
∑

n
i loge((pzi − p̂zi)+1)2

n
(1)

with n = 5 representing the five finger tips, p for the ground
truth point, and p̂ for the estimated point.

http://support.hdfgroup.org/HDF5/whatishdf5.html


Identifying Touches from Individual Fingers
To identify the finger touching the device (i.e., the responsible
finger for a specific contact area), we used a nearest neighbor
approach to map the estimated positions to the blobs in the
capacitive images. This approach has two benefits over using
the estimated positions directly from the CNN. Firstly, the
jitter caused by noise and the nature of machine learning can
be prevented since the contact areas on the capacitive images
are more stable. As recent touch controllers have shown, a
blob can be converted to a precise touch position without any
jitter. Secondly, the processor workload can be reduced since
model inference is only necessary when fingers are initially
touching (i.e., down event) and releasing (i.e., up event) the
device. In other cases (i.e., finger moving), fingers can be
tracked using the blob position on the capacitive images.

On a technical basis, we performed a contour detection on a
5× up-scaled capacitive image to determine the blobs. We
then used the contour points stored in a k-d tree [21] to find the
closest blob for an estimated finger position in O(logn) time.
We used OpenCV for the contour detection and the Lanczos4
algorithm [69] to scale up the capacitive image. We used the
k-d tree implementation from scipy for the validation and a
reimplementation thereof in our Android demo applications.

Validation
While we used the training and test set to experiment with
hyperparameters, we used the validation set to evaluate our
best model. Our CNN achieved an MAE of 0.74cm. Ta-
ble 1 shows the errors for each finger and axis. The MAE for
the axes are 0.85cm, 0.85cm, and 0.53cm for the x, y, and z
axis respectively while the RMSEs are 1.41cm, 1.39cm, and
0.87cm. The average Euclidean distance for all fingers when
considering the error in 2D space (on screen) is 1.33cm whe-
reas the average error in 3D space is 1.52cm. Since the RMSE

Figure 6. This image shows exemplary capacitive data retrieved from
our prototype when held with Grip 1 as shown in Figure 3a. The colored
contours represents the results of our finger identification model after
mapping the estimations to the blob. The X’s represents placeholder
values that are required to build a 32×28 input matrix for the model.

Thumb Index Middle Ring Little Average

MAE (x) 1.04 1.03 0.98 0.63 0.56 0.85
MAE (y) 0.73 0.52 0.96 0.99 1.06 0.85
MAE (z) 0.50 0.28 0.46 0.50 0.89 0.53
RMSE (x) 1.80 1.75 1.63 1.06 0.79 1.41
RMSE (y) 0.98 0.87 1.43 1.74 1.93 1.39
RMSE (z) 0.73 0.86 0.79 0.72 1.26 0.87
Eucl. dist. (x, y) 1.40 1.25 1.45 1.25 1.30 1.33
Eucl. dist. (x, y, z) 1.55 1.32 1.57 1.42 1.76 1.52

Table 1. The mean absolute error (MAE), root-mean-squared error
(RMSE) and Euclidean distances for each axis in cm.

involves a larger penalty for larger errors (e.g., outliers), an
RMSE > MAE indicates that errors can occur especially for
uncommon finger placements. As expected, the z axis has the
lowest error since the usable movement range perpendicular
to the displays is the smallest of all axes.

These errors can be compensated for with the finger identifica-
tion approach as described above. The accuracy of our model
with this approach can be evaluated as a multi-label classifi-
cation problem; multi-label since multiple fingers could be
matched to one blob due to the low resolution of the capacitive
image. We used both the ground truth fingertip positions and
the estimated fingertip positions and matched them with their
closest blobs. Based on the matchings, we used the Hamming
score [68] which describes the accuracy of a multi-label clas-
sification on a scale between 0 (worst) to 1 (best). Our model
achieved an average Hamming score of 0.9578.

MOBILE IMPLEMENTATION & SAMPLE APPLICATIONS
We combine the full-touch smartphone, CNN, and nearest
neighbor approach to implement InfiniTouch. We present our
implementation and a set of sample applications.

Mobile Implementation
We used TensorFlow Mobile4 for Android on the processing
unit responsible for the front display to run the CNN that es-
timates the fingertip positions. Capacitive images from the
back side and the edges are sent to the front device that merges
the data into an input matrix. The input consists of a 32×28
8-bit image representing the front, back, and edges as shown
in Figure 6. A model inference for one capacitive image takes
24.7ms on average (min = 17ms, max = 29ms, SD = 2.8ms)
over 1000 runs on our prototype. As this is faster than the
sampling rate for the touchscreens’ capacitive images, the in-
ference can be performed on each sample in the background.
With processor manufacturers recently optimizing their pro-
cessors for machine learning (e.g., Snapdragon 845), model
inference can be sped up significantly.5 The model can be
further optimized for mobile devices with techniques such as
quantization [33] and pruning [2] for a small loss of accuracy.

For the finger identification, the contour detection, including a
scale up, takes M = 2.85ms (SD = 0.77ms, min = 1ms, max =
4ms) while finding the closest blob takes M = 0.48ms (SD =
0.12ms, min = 0.19ms, max = 0.96ms) over 1000 runs on our
prototype. Tracking the blobs take M = 0.08ms (SD = 0.04ms,
min = 0.001ms, max = 0.82ms). During these benchmarks,
4www.tensorflow.org/mobile/
5www.qualcomm.com/snapdragon/artificial-intelligence
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the device was held one-handedly with all five fingers touching
the device (c.f. Figure 3a).

Using Finger Identification in the Application Layer
We extended our Android library described above to provide
the finger position estimations from the model and the re-
spective position of the blob (i.e., position of the upper-left
contour point, and size) for each finger in a callback function.
This enables developers to access the finger positions similar to
Android’s OnTouchListener interface. Besides the position
(in an on-device coordinate system with the upper left corner
of the front display being (0,0,0)), we also provide the event
(i.e., down, up, and move). With this, the blob’s position and
estimation can directly be fed into Android’s MotionEvent
which enables to use Android’s own GestureDetector, or
third-party gesture recognizers such as $P [70], $1 [74], $N [1],
and the gesture recognition toolkit [24].

Sample Use Cases
Based on the mobile implementation of our model, we im-
plemented two use cases for finger-aware interaction on the
full-touch smartphone. We describe our implementation in the
following and showcase them in the accompanying video.

Finger-Specific Touch Gestures
Implementations of BoD interaction in previous work [42, 59,
63] treated inputs of all fingers equally. Thus, performing a ge-
sture with the index finger would result in the same function as
a gesture performed with the middle finger. With InfiniTouch,
the same gesture can activate different functions depending
on which finger performed the input. This extends the input
space similar to a computer mouse where the index finger is
used for main actions, while the middle finger is used for the
right mouse button to activate secondary actions.

In our sample use case, we mapped a swipe down performed
by the index finger to copying selected items into the clipboard
(inspired by the come to me gesture) while a swipe down by
the middle finger pastes from the clipboard. A swipe down
performed by both index and middle finger simultaneously
selects all items as shown in Figure 7a. While we demonstrated
this concept within a file manager, it can also be used in text
editing applications, galleries, and further applications that
support the clipboard.

BoD Finger Flexion State as Action Modifier
While hardware keyboards provide modifier keys to modify
the action of another key, touchscreens implement this concept
only via dwell times or applied force which requires additi-
onal execution time. We propose to use the position of the
fingertips (i.e., their flexion state) on the back to modify the
actions performed on the front screen. For example, bending
a specific finger can be done comfortably [45] and could be
used similarly to a pressed Ctrl key on a hardware keyboard.

We implemented a simple paint application that maps drawing
and erasing to the flexion state of the middle finger. When the
middle finger is flexed, the pen is activated which enables the
user to draw. When bending the middle finger (c.f. Figure 7b),
the eraser will be activated to remove parts of the drawing.
While we demonstrated this concept within a paint application,

(a) (b) (c)
Figure 7. Screenshots of our sample applications implemented on the In-
finiTouch. Figure (a) showcases how a down-swipe with both index and
middle finger selects all files in a file manager, Figure (b) demonstrates
how the position of the middle finger can be used to switch between a pen
and an eraser, and Figure (c) demonstrates an exemplary one-handed
pinch gesture.

it can be applied to a wide range of applications that benefit
from action modifiers and with all four fingers. Amongst
others, this includes opening context menus similar to the
right mouse button, text selection and highlighting, mode
switching (e.g., slower and faster scrolling), 3D navigation,
and providing shortcuts.

Further Use Cases
We present further use cases for InfiniTouch.

One-Handed Pinch and Rotation Gestures
Users need to hold smartphones two-handed or place it on a
surface to perform a pinch or a rotation gesture. We propose to
use a pre-defined finger on the back of the device as the second
finger to perform a pinch/rotation gesture with the thumb on
the front screen. This enables users to zoom or rotate objects
in a one-handed grip as shown in Figure 7c.

Enabling Transient Actions
Avery et al. [4] proposed transient gestures to enable users to
temporarily change the view of an application which can be
rapidly undone. As a zoom in always requires a zoom out to
return to the initial state, they used an additional finger on a
tablet to save the initial state. When this additional finger is
released, it restores the initial state so that users can alter the
view in between. Using our concept of finger positions as a
modifier, we could replace the additional finger with a finger
on the rear that is able to bend and flex.

Improving Reachability
Bergstrom-Lehtovirta and Oulasvirta [8] showed that the
thumb’s range could be modeled with the position of the index
finger’s tip as input. With InfiniTouch, we can determine the
position of the index finger and can thus adapt the user inter-
face to optimize reachability during one-handed interaction.
Moreover, we can assign the functionality to move the screen
content to a specific finger. This enables the finger to move
the screen content to a more reachable position to improve
one-handed interaction as proposed in previous work [42].



DISCUSSION AND LIMITATIONS
We developed InfiniTouch, a system that enables finger-aware
interaction on full-touch smartphones. We developed a full-
touch smartphone prototype and trained a CNN to identify
fingers touching the device surface. We implemented and
showcased a number of applications.

Model Accuracy
We trained a CNN that estimates the fingertip positions with
an MAE of 0.74cm over all three axes. As a comparison,
the average diameter of a human index finger is 1.6cm -
2.0cm [16] while Holz et al. [35] found that traditional touch
interaction has a systematic offset of 0.4cm. Even without
using the positions of the blobs, this already enables users to
perform precise interactions, such as gestures or finger place-
ments as modifiers. Moreover, using the estimated positions
enables differentiation between fingers even if their contact
areas are united due to a low-resolution image. A limitation
of our model is that estimations of more distant fingers (e.g.,
a finger moving without touching the device) become less
accurate since they cannot be sensed physically.

Based on the estimations, we used a nearest neighbor approach
to identify the responsible finger for each blob with an accu-
racy of 95.78%. As we perform this process only when the
number of blobs in the capacitive image changes, we reduce
the processor workload and potential jitter due to noise and
the nature of machine learning. Moreover, since we track the
blobs while keeping their label (if the number of blobs did not
change), labeled blobs stay correctly labeled even if the model
yields an inaccurate estimation in a rare hand posture. This
means that we only identify fingers when they initially touch
or release the device (e.g., new hand grip) with an accuracy
of 95.78% while classification errors cannot occur afterwards.
We provide both blobs as well as estimated positions in our
Android library, and successfully implemented our sample use
cases with both approaches. Further, the estimated location
could be used as a fallback in case the blob detection is not
capable of telling two blobs apart due to the low resolution.

Improving Accuracy and its Sufficiency for Use Cases
Our model estimates the 3D finger positions with an MAE
of 0.74cm and classifies blobs with an accuracy of 95.78%.
While this is sufficient for a reliable recognition of gestures
and the use of absolute positions, future work could further im-
prove the accuracy as follows. Although our 32×28 capacitive
images already comprise over 14 times the amount of sensors
of previous approaches based on flexible PCBs (e.g., 64 [11]
or 24 [53, 54] measurements), further increasing the resolution
could help to improve classification accuracy. High-resolution
capacitive images certainly benefit the blob matching due to
clearer contact area boundaries and also benefit the MAE since
more features of the finger become detectable. Possible techno-
logies include frustrated total internal reflection (FTIR) that
enables high-resolution multi-touch sensing [32] and infrared
sensors integrated into the LCD layer similar to the SUR40
interactive display by Samsung. While these technologies are
yet to be mass-produced for mobile devices, our prototype is
based on hardware that is already publicly available which
enables the community to reproduce InfiniTouch.

The accuracy of our model is well beyond the 80% that pre-
vious work considered sufficient [41]. However, sufficiency
also depends on the action’s consequence (easily recoverable
action vs. permanent action) and how inferences are translated
to actions. For InfiniTouch, the consequence depends on the
action that future developers implement while a wide range of
translation approaches can further minimize accidental acti-
vations. For example, accidental activations of BoD gestures
can be minimized using the confidence score of gesture re-
cognizers, using thresholds for a minimum gesture length, or
using heuristics to differentiate gestures from grip changes
(e.g., only one finger can move at a time). While our imple-
mentation works reliably for the implemented use cases, we
also suggest that future BoD gestures should be designed with
false positives and negatives in mind. Moreover, the flexion
state example could also involve users in avoiding unintended
actions by using visual elements to indicate the recognized
flexion state (i.e. action).

Practicality of Use Cases
We designed the sample use cases solely to demonstrate the
possibilities offered by InfiniTouch. Thus, we chose fingers
and movements that are easy to explain and understand, but
we also designed them to be ergonomically viable based on
previous findings by Le et al. [45]. Designing our explicit
BoD gestures, we considered these findings that showed that
index and middle fingers can move comfortably within a large
area (around top to center for similar devices) without grip
changes and independent from the grip. This indicates that our
presented BoD gestures can be performed comfortably without
a grip change. Moreover, subtly bending the middle finger for
the second use case also takes place within the comfortable
area. As this paper focuses on the technical contribution, future
work could investigate the comfort of such BoD gestures and
how to communicate them to end users [52].

Reproducibility with Publicly Available Hardware
We presented an approach to prototype a full-touch smartp-
hone with publicly available hardware. While we used an LG
Nexus 5 as the basis, our approach can be applied with any
smartphone. This enables the community to reproduce our pro-
totype and use our model to explore finger-aware interaction
with InfiniTouch. As a tradeoff, data from both touchscreens
and the edge sensors need to be synchronized over network
which adds a latency of 7.2ms while an additional hardware
container is required. Despite an additional container, our
prototype can still be used in mobile situations (e.g., in wal-
king studies) since the hardware container is designed to be
fixated on the forearm. Moreover, smartphone manufacturers
could produce proprietary components for future commodity
smartphones so that a hardware container is not needed in
a mass-market version. These components could comprise
flexible PCBs with a sufficient amount of sensors. These are
already used in consumer products (e.g., the Microsoft Touch
Mouse) and provide capacitive images of touches. Using such
components would also avoid the synchronization of data over
the network while manufacturers can directly use our model
for finger-aware touch interaction on the whole device surface.



Specialization on Common One-Handed Grips
The model presented in this work focuses on one-handed grips.
Previous work has shown that fingers can comfortably reach
around 70% of the back (for similar device sizes [46, 45]) du-
ring one-handed smartphone interaction without grip changes.
This enables the fingers on the back to be used for a wide range
of explicit (e.g. BoD/side gestures) and implicit interactions
(e.g. flexion/grip sensing) to increase the expressiveness of
one-handed touch input. Since our comprehensive dataset co-
vers a wide range of typical one-handed grips as performed in
the study, our model also works when some fingers of the hol-
ding hand are not touching and stays robust even when other
hand parts (e.g. palm) are touching or releasing. Two-handed
grips and further touches beyond usual one-handed grips (e.g.,
using other body parts) are currently not expected by our mo-
del and would lead to unexpected estimations. However, with
minor adaptations to the implementation, our model can even
be used to identify finger positions of the holding hand while
the other hand performs input on the front. While we focused
on right-handed grips to show the feasibility of our approach,
our procedure and publicly available source code enables re-
searchers to easily extend our work to other devices and use
cases (e.g., left-handed or bimanual grips for tablets).

CONCLUSION
We presented InfiniTouch, a smartphone prototype that enables
touch input on the whole device surface and identifies fingers
touching the device with an accuracy of 95.78%. In contrast
to previous approaches for finger-aware input, our prototype is
the first that does not require external hardware (e.g., wearable
sensors and cameras), has the form factor of a standard smartp-
hone, and identifies all fingers during one-handed interaction
with a usable accuracy. We further based our prototype on pu-
blicly available components and release schemes and source
code so that researchers who want to explore finger-aware
interaction on full-touch smartphones can re-implement our
system. We presented and implemented a series of use cases
to showcase our system.

As we are publicly releasing our dataset which includes the
3D motion data of all finger joints and the capacitive images,
future work could train a model to reconstruct the hand posture
that is used to hold the device. This enables a wide range of
use cases such as transferring the hand into virtual reality,
enabling pre-touch sensing with standard touchscreens, and
predicting actions based on hand kinematics.

PROTOTYPE SCHEMES, DATASET, AND MODELS
We release the PCB scheme and 3D models of our prototype
for the reader to reproduce our prototype. Moreover, we are
publicly releasing the data set, the finger position estimation
model, and our Android library for InfiniTouch to enable inte-
rested parties to run and explore finger-aware touch interaction
on a full-touch smartphone. To enable the reader to extend our
models (e.g., for left-handed grips or to estimate all joints), we
also provide our Jupyter notebooks (in Python) that contain
the training and test procedures. The data can be found on
https://github.com/interactionlab/InfiniTouch.
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