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ABSTRACT 
While desktops and smartphones have established user interface 
standards, they are still lacking for virtual and augmented reality 
devices. Hands-free interaction for these devices is desirable. This 
paper explores utilizing eye and head tracking for interaction be-
yond buttons, in particular, selection in scroll lists. We conducted 
a user study with three diferent interaction methods based on 
eye and head movements, gaze-based dwell-time, gaze-head of-
set, and gaze-based head gestures and compared them with the 
state-of-the-art hand-based interaction. The study evaluation of 
quantitative and qualitative measurement provides insights into 
the trade-of between physical and mental demands for augmented 
reality interfaces. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in inter-
action design. 
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1 INTRODUCTION 
The higher-level goal of our research is to understand how user 
interfaces could look if we want to transfer large portions of the 
smartphone functionalities into AR glasses to get something we 
call smart glasses. Typical smartphone tasks are making telephone 
calls, reading and writing emails, surfng the internet, and using a 
navigation application. Most of these tasks need selections in scroll 
lists, for example, choosing an entry in a phone list. Desirably, such 
a user interface should keep the hands free for other tasks. Keeping 
the hands free would be a good argument to switch from a smart-
phone to smart glasses, but there is also a demand for industrial 
use cases where the hands need protective gloves or have to handle 
tools. 

Smartphone user interfaces use standard interaction objects like 
buttons, menus, list boxes, etc., which are more or less the same as 
those used for interaction with desktop devices. However, desktop 
systems use mouse and keyboard input, while smartphones get the 
input from a touch-sensitive display. Keeping the standard interac-
tion objects for AR glasses as familiar to the users means fnding 
interaction methods for these interaction objects. AR devices typi-
cally can track head movements, and many AR devices come along 
with a built-in eye tracker. So, the idea of using head and eye move-
ments to interact with AR devices lies near. Additionally, there is 
considerable research on selection and pressing buttons with gaze, 
head movements, or both. However, there is not much research on 
more complex interaction tasks. 

In this paper, we investigate the selection in scroll lists. We de-
signed three diferent methods to interact with scroll lists using 
eye and head movements and conducted a user study (� = 25) 
where we compared these methods against each other and addition-
ally compared them to the Hands interaction, which is the default 
interaction method provided by the device manufacturer. 

Our observations and insights are that lifting the arms for mid-air 
gestures is physically demanding, while interaction with the eyes 
demands cognitive efort. Users prefer head movements against arm 
movements as this is less physically demanding and wish only very 
few gaze interactions as this creates a cognitive load. Cognitive load 
infuences human motor performance [30], but humans are well-
trained to perform controlled arm, hand, and fnger movements in 
the presence of cognitive load. However, most individuals are not 
well-trained in eye movements in the presence of cognitive load, 
especially in eye movements for interaction. The big question for 
the future of gaze interaction is whether training reduces cognitive 
load and will make controlled eye movements less dependent on 
other cognitive loads and stress. 

2 RELATED WORK 
The frst eye-tracking devices for interaction date back to the early 
1980ies. These systems provided eye-typing applications for dis-
abled people. In 1981, Bolt gave a vision of using gaze for interac-
tion [2]. Jacob did the frst systematic research on how to use eye 
trackers for interacting with graphical user interfaces in 1990 [12]. 

Despite four decades of research, there was no other eye-tracking 
application in the wild other than eye typing. However, there is 
new hope that eye tracking will become an interaction technology 
for the masses with the introduction of AR and VR glasses. In con-
trast to public gaze-aware displays, a one-time calibration is no 
obstacle for a personal device. Building eye trackers into glasses 
also alleviates problems with outdoor usage caused by changing 
environmental light conditions. Eye tracker devices have become 
better and cheaper in the last few years and many hardware man-
ufacturers equipped their AR and VR glasses with eye trackers, 
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such as the HoloLens21 2    and the HTC Vive Pro Eye . However, the 
standard interaction with these devices works with controllers or 
hand gestures. 

The Apple Vision Pro3  is controllable with eyes, hands, and 
voice. The gaze addresses the interaction object, and a fnger pinch 
gesture makes the selection [26]. The hands can be down at the 
side or in the lap and do not have to be in mid-air to avoid the 
gorilla arm. We are curious whether Apple’s product will make 
eye tracking a standard interaction technique similar to the touch 
gestures introduced with the iPhone. However, Apple’s Vision Pro 
interface is not hands-free and does not use the gaze for advanced 
interaction, such as selecting from scroll lists. 

There has been research on eye tracking in VR since at least the 
beginning of this millennium [7]. Since then, many publications 
on gaze interaction with AR and VR glasses appeared, e.g., [9, 13, 
18, 25, 27]. Some research propagates positive expectations with 
statements “that eye tracking will soon become an integral part 
of many, perhaps most, HMD systems” [1], while other research 
on heads-up computing [29] mention gaze interaction only in the 
related work. In our study with scroll lists, gaze for interaction 
is not the only solution. Besides standard interaction with scroll 
lists via pointing devices or directly with the hand, it is also possi-
ble to utilize novel devices such as a wristband [8]. The question 
of whether gaze interaction will be established as a standard in-
teraction method and which second input modality will be used 
in combination - hand and fnger gestures, head movements, or 
controllers like fnger rings or wristbands - is still open. If gaze 
interaction turns out to be problematic, “fallback modalities could 
be leveraged to ensure stable interaction” [32] as Sidemark et al. 
proposed. 

The basic publication for the eye-dwell method researched in our 
study is from Jacob [12]. Majaranta et al. [20] researched feedback 
for dwell time-based eye typing. Isomoto et al. [11] focus on dwell 
selection in AR and VR. Other research deals with dynamic and 
adjustable dwell times [19, 22]. There is research on scrolling in 
gaze-based interfaces by Kumar and Winograd [16], and for auto-
scrolling when reading text by Sharmin et al. [31]. Sharmin et al. 
[31] also point to three US patents on the topic in their references. 
An important paper on the head-gesture method is “Eye-Based 
Head Gestures” by Mardanbegi et al. [21] from 2012, who used 
the vestibulo-ocular refex for separating natural head movements 
from intended head movements for interaction. The idea of using 
the vestibulo-ocular refex was presented already in 2003 by Non-
aka [23]. Also, Špakov and Majaranta [34] and Nukarinen et al. [24] 
presented interaction methods based on gaze and head movements 
but without mentioning the vestibulo-ocular refex. The head-gaze 
ofset method for scrolling is our idea, but the selection method 
with head-gaze ofset was also inspired by Sidenmark et al. [33]. 
As smart glasses should provide a pedestrian navigation system 
and our future research also aims for interaction with maps, it is 
worth mentioning the research on interacting with maps on optical 
head-mounted displays of Rudi et al. [28] and Liao et al. [17]. 

3 INTERACTION DESIGN FOR SCROLL LISTS 
AR and VR devices allow for free movement of the user, and the frst 
decision is the placement of the list box with which to interact. As 
the interface should work anywhere, it should not be world-stable. 
As we need the head orientation relative to the interaction object, a 
head-stable display would not work. For adequate interaction, we 
need a body-stable projection of the interface. In our implementa-
tion, we realized this by taking the head position and ignoring the 
head orientation. 

According to the principles of VR interaction by Bowman et al. 
[3], our user study task consists of manipulation of the list to get 
the desired list item in the view, in Figure 1 to 4 on the left side, and 
a subsequent selection, depicted in the Figures on the right side. 
Several interaction methods can be used for the two sub-tasks, and 
our design decision was to use interaction methods of the same 
type of interaction for both sub-tasks to get a consistent interface. 
We used interaction methods from the literature, dwell-time [12], 
head gestures [21], and as a novel method, the ofset between head 
and gaze vector where the selection sub-task is similar to Gaze-
Activated Head-Crossing [33]. 

Implementing the interaction methods demanded decisions on 
parameter values for sizes, times, speeds, and angles. The choice 
of these parameter values infuences the results, which should be 
considered when comparing the methods. We conducted a pilot 
study to estimate these values. The study goal, however, was not 
to fnd optimal parameter values but to fnd the optimal method. 

3.1 Hands 
Hand tracking is one of the standard interaction methods provided 
by the device manufacturers. The system shows the tracked hand as 
a virtual object; see Figure 1. The reason for implementing the Hands 
interaction in our study was to have a baseline for comparison with 
the eye-based interaction techniques. For this reason, the scroll list 
looked the same in all the tasks, except the eye-dwell method, which 
had two additional buttons above and below the list. One constraint 

Figure 1: The Hands interaction method. The left side shows 
the interaction with the scroll bar with a hand, and the right 
side shows the selection of a list item. 
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Figure 2: The Eye-Dwell interaction method. The light blue 
color indicates gaze feedback. The left side shows the dwell 
time button for scrolling (highlighted in light blue). The right 
side shows an item selection with a progress bar indicating 
the dwell time (light blue bar on the covered item “word”). 

of interaction with the hand, similar to the interaction with real 
objects, is that the interaction objects must be within arm’s reach. 
Consequently, we displayed the list box at a virtual distance of 45 
cm while using 1 m for the gaze interaction techniques. 

Figure 1 shows the scroll list implementation, which has the 
familiar design of a vertical list with a scroll bar slider on the right 
side. Putting the fnger into the slider allows for scrolling the list 
as opposed to the fnger movement. Placing the fnger into a list 
entry selects the entry when pulling out the fnger. 

3.2 Eye-Dwell 
The standard gaze-only interaction method, typically an accessibil-
ity option, is dwell time. The user has to look for a certain time, the 
dwell time, at the interaction element. Other options for gaze-only 
scrolling, such as auto-scrolling as presented by Sharmin et al. [31], 
would also be worth studying. However, we wanted to provide a 
simple and easy method for those participants who might struggle 
with the other methods. 

For the Eye-Dwell interface, we placed a button at the top of the 
list for scrolling down and another button at the bottom of the list 
for scrolling up. While looking at this button, the list scrolls down 
or up. To select a list entry, the user has to look longer at the list 
item. The list item provides feedback with a growing bar indicating 
the time already elapsed, see right side of Figure 2. 

The height of both the dwell button and the list entry was ex-
actly 2◦, which is sufcient to avoid problems with the eye tracker 
accuracy. The optimal dwell time depends on the user’s experience 
and can be as low as some hundred milliseconds. However, as we 
did not expect experienced users for our study, we set the dwell 
time to 2 seconds. Due to the problems with dynamic scrolling 
discussed later in Section 3.5 we used a static scroll speed of 6.4◦/s. 

Figure 3: The Head-Gaze Ofset interaction method. The left 
side shows the scrolling with the head direction above the 
middle of the list and the gaze below the head direction. The 
right side shows the selection of a list item by placing the 
red dot and the gaze onto the list item. The red dot shows the 
head direction with a 9◦ ofset to the left. 

3.3 Head-Gaze Ofset 
For scrolling up with the Head-Gaze-Ofset method, the head di-
rection has to be above the middle of the list, at least 7◦, while 
the gaze has to be below the head direction. The scrolling speed 
depends on the angle between the head and gaze direction. The 
bigger the angle, the quicker the scrolling, which ranges from 4.8◦/s 
to 12.8◦/s. In contrast to the dwell-time method, the eyes are on the 
list content and can recognize when the item to select comes into 
the feld of view. Once the gaze is on the item, the eyes can follow 
the moving item, which decreases the angle between the gaze and 
head and reduces the scroll speed. Eventually, the list stops to scroll. 
When the scrolling stops, the gaze is already on the item to make 
the selection. 

The red dot represents the head direction with a 9◦ ofset to the 
left (see Figure 3). For the selection, the red dot has to be brought 
onto the selected item while the gaze also stays on the item. This 
means that the head has to turn 9◦ to the right. We expect that it is 
not necessary to display the red dot after some practice with this 
method. 

3.4 Head Gestures 
With the head-gesture method, the list scrolls down when the head 
direction is at least 7◦ above the middle of the list and scrolls up 
when it is below. The eyes are not involved in scrolling. 

While keeping the eyes on the list item, a head gesture using 
the vestibulo-occular refex, triggers the selection, see Figure 4. We 
chose a roll movement for the head gesture with a minimal roll 
angle of 9◦. Both gesture type and angle were the results of our 
pilot study. The head gesture detection works the same way as for 
the gaze gestures introduced by Drewes and Schmidt [6], however, 
based on angles. 
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Figure 4: The Head Gesture interaction method. The left side 
shows the scrolling with just the head direction above the 
middle of the list. The right side shows the selection of a 
list item by looking at the list item and performing a head 
gesture (roll). 

3.5 Interface Design Decisions 
Implementing the interaction methods means making decisions on 
many details, such as the width and height of the list. We did a 
pilot study with three individuals to estimate reasonable values for 
some of the parameters, such as scroll speed, the distance of the 
interface, and preferred head gesture. We chose other parameters, 
such as the number of list items, arbitrarily but based on plausible 
assumptions. 

One of these details, which is worth discussing in depth, is the 
scroll speed. For the Hands method, the scroll speed is the speed 
of the hand and depends on the list length and how quickly the 
user moves the hand. For the other methods, the scroll speed is 
a value that is coded in the source code. Eventually, it should be 
adjustable in the “preferences.” The choice of these values, scroll 
speed, dwell time, and number of list items, infuence the task 
completion times and make comparisons between the four methods 
questionable. Nevertheless, we will make comparisons, but interpret 
them carefully. 

We intended to ofer a dynamic scroll behavior as this eases 
selection in long lists, and we expect such behavior for a real prod-
uct. There are two possibilities for realizing the dynamic scroll for 
the Head-Gaze Ofset and the Head Gesture. The frst option is to 
increase the scroll speed over time. The other option is to use the 
angle between the head and gaze direction (Head-Gaze Ofset) or 
between the head direction and the horizon (Head Gesture) as a 
control parameter for the scroll speed. 

For the Eye-Dwell method, the only option is to increase the 
scroll speed over time. However, we encountered a problem. With 
the Head-Gaze Ofset and the Head Gesture, the head direction may 
be above or below the list, but the gaze stays on the list to recognize 
whether the desired item comes into view. In contrast, the eye-dwell 
method requires that the gaze is on the button above or below the 
list, and for this reason, the eye can not see whether the desired item 

appeared already. In consequence, the user has to look at the list 
from time to time, and this would reset the dynamic scroll behavior. 
We decided not to implement dynamic scroll for the eye-dwell 
method. Additionally, we decided to use a slow scrolling speed of 
6.4◦/s and a long dwell time of two seconds. 

4 USER STUDY 
We used a HoloLens2 for the study. The study design followed the 
common standards with a training phase, a questionnaire for demo-
graphic data, tasks for each interaction method with randomized 
order according to Latin square, a questionnaire after every task,
and a fnal questionnaire with questions on how the four interaction 
methods compare to each other. 

 

4.1 Procedure 
After we informed the participants about the study, they signed a 
consent agreement and flled out the demographic questionnaire. 
Next, participants familiarized themself with the device and went 
through the eye tracking calibration, and then they entered a train-
ing phase for all four interaction methods. When the participants 
ensured that they understood the interaction methods, the training 
phase ended, and the main part of the study started. Here, we ask 
participants to perform fve selections for each condition. 

For each selection, we presented a scroll list with 50 alphabet-
ically sorted entries from which eight were visible at a time. We 
used a list of items diferent from the one in the training to avoid 
learning efects. The frst two list items to select were randomly 
chosen. The next three list items were from the list positions top 
(within the frst 10 entries), middle (10 entries around the 25th en-
try), or bottom (within the last 10 entries) in random order. The 
start position of the list for the frst task was the frst item at the 
top. The start position for the subsequent tasks was the position 
from the end of the previous task. 

After each condition, we asked users to fll in the raw NASA 
Task Load Index (NASA-TLX) [10] and the System Usability Scale 
(SUS) [4]. 

After the experiment, we asked participants to rate their overall 
experience with the experiment to ensure result validity. For this, 
we asked the frst three items from the Simulator Sickness Ques-
tionnaire (SSQ) [14]: General Discomfort, Fatigue, and Headache on 
a 4-point scale. 

4.2 Participants 
We conducted a within-group user study with 25 people. The age 
ranged from 23 to 60 years, with an average age of 37 years (SD = 
12.0). The gender distribution was 60% male and 40% female. 

5 OBSERVATIONS AND INSIGHTS 
The results of the study depend on the design decisions for param-
eter values. This makes it questionable whether it is legitimate to 
compare the results. For example, a shorter dwell time value would 
shorten the gaze-dwell method’s completion time. Consequently, it 
would be possible to tweak the results to the desired outcome. For 
this reason, we prefer to speak about observations. Nevertheless, 
we did signifcance tests as this is common scientifc practice. De-
spite the training, we excluded the frst two trials per condition to 
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Figure 5: Average task completion time for the four interac-
tion methods with the post hoc p-values indicated. 

ensure they understood the interaction techniques, and no on-set 
training efects were present. 

Training Time. We frst analyzed the training time to understand 
the frst-time investment in learning the interaction. A Shapiro–Wilk 
test showed that the training time was not normally distributed 
(� = .875, � < .001). Consequently, we performed a Friedman test 
showing 2 signifcant training time diferences (  � = 9.048, � < .027). 
Moreover, post-hoc Wilcoxon signed-rank tests with Bonferroni 
correction applied showed that Head-Graze Ofset (� = 137.4� , 
�� = 83.3) was signifcantly slower learn than all other methods; 
vs Hands � < .033 (� = 85.0� , �� = 49.1); vs Eye-Dwell � < .019 
(� = 81.3� , �� = 42.7); vs Head-Gaze Gesture � < .007 (� = 82.4� , 
�� = 36.6). All other comparisons are � > .05. 

Experimental Validity. Overall, participants rated the 3-items of 
the SSQ [14] very low. For the items General Discomfort the avg 
response was 0.4 (�� = .8), Fatigue was raged with 0.4 (�� = .5), 
and Headache got a mean response of 0.2 (�� = .5). Combined 
with the individual raw NASA-TLX [10] results, we argue that the 
overall implementation had a low impact on the experiment. 

5.1 Task Completion Time 
The time to successful selection is the task completion time (TCT) 
measured in seconds. First, we confrmed that the TCT was not 
normally distributed using a Shapiro–Wilk test (� = .856, � < .001). 
Consequently, we performed a Friedman test comparing the four 
methods. The results showed signifcant diferences ( 2 � = 34.295, 
� < .001). All signifcant post hoc comparisons using Wilcoxon 
signed-rank tests with Bonferroni correction applied are indicated 
in Figure 5. The fastest interaction method was the Head Gesture 
method, which was even quicker than the Hands selection. However, 
it is without signifcance. The head-gesture method was also the 
one with the least incorrect selections. The slowest interaction 
was Eye-Dwell method. The reason was the slow and non-dynamic 
scroll speed and the long dwell time for the selection, which was 
an intended design decision to provide an easy interface method 
for participants who might be overstrained by the other interaction 

Figure 6: Error rate for the four methods. 

methods. A higher scroll speed for gaze-dwell would reduce the 
execution time to a value similar to the other methods. 

5.2 Error Rate 
We counted an error if at least one wrong selection was made within 
one trial and depicted the results in Figure 6. Participants continued 
after a wrong selection until they selected the correct object. While 
this could have led to consecutive wrong selections, this prolonged 
interaction has already been penalized by the increased TCT. A 
Shapiro–Wilk test (� = .584, � < .001) confrmed that the error 
rate was not normally distributed. Consequently, we performed 
a Friedman test comparing the four methods, which showed no 
signifcant diferences ( 2 � = 1.637, � = .713). The higher number 
of incorrect selections with the Head-Gaze Ofset was unexpected. 
Participants reported that they found this method particularly chal-
lenging and complex to use. The wrong selections with the hand 
method also surprised us. Participants told us that the scroll bar 
was not wide enough and too close to the list of items. Maybe the 
occlusion with the hand and parallax efects are further reasons for 
the wrong selections. 

5.3 Scroll Speed 
Figure 7 shows the scrolled distance over time for the four interac-
tion methods measured in the study. Theoretically, the data points 
should lie on a curve but with some dispersion of the values as 
human performance varies. 

There are predictive models for classical scroll methods [5] how 
much time it takes to acquire a list item. However, for the Hands 
method, the interaction process is complex and not fully understood. 
In our data for the Hands method, see Figure 7, the dispersion is high, 
and a functional relation is not recognizable. Although the Hands 
method was not the fastest interaction, it achieved the highest scroll 
speeds. Only for the Hands method does the scroll speed depend 
on the number of items in the list [5]. 

The data (see Figure 7) refect the constant scroll speed for the 
gaze-dwell method nearly perfectly. The data points are mostly in a 
straight line. The scroll speed, which is the slope of the regression 
line, does not depend on human abilities but was a design decision. 
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For the dynamic scroll methods, e.g., Gaze-Head Ofset and gaze-
gesture method, with a constant increase in speed, the data should 
lie on a parabola. However, because of the high dispersion, this is 
not recognizable. 

5.4 User Ratings 
Figure 8 shows the average SUS score [4] for the four interaction 
methods. We confrmed that the data is not normally distributed 
(� = 947, � < .001). Next, a Friedman test showed that the con-
ditions are signifcantly diferent ( 2 � = 17.766, �. < .001). All 
signifcant post hoc comparisons using Wilcoxon signed-rank tests 
with Bonferroni correction applied are indicated in Figure 8. Again, 
the head gesture method got the best rating. 

Figure 9 shows the average ratings in six categories from the 
raw NASA-TLX questionnaire [10]. The head gesture method has 
the lowest frustration and efort and the best performance. 

6 DISCUSSION 
According to the SUS score, none of the interaction methods is com-
pletely inoperative. The favorite interaction method, however, was 
the head-gesture method. Interestingly, the Head Gesture method 
has the least portion of gaze interaction of all the interaction meth-
ods using gaze. Eye-Dwell interaction is mentally demanding, while 
body movements are physically demanding. 

6.1 Fatigue Efects 
There is a clear hierarchy of how physically demanding body move-
ments are. Lifting the arms for mid-air gestures is physically de-
manding, a well-known efect called gorilla arm syndrome. Besides 
the wish to have the hands free for other tasks, the gorilla arm 
syndrome is a reason why HCI researchers look for other ways of 
interaction. 

Moving the head is much less demanding, so people bend the 
head down to look at their smartphone display and do not lift 
the arm holding the smartphone. Eye movements cause nearly no 
physical demand as the eyes constantly move, even while we sleep. 
In contrast, the mental demand for intentional eye movements 

Figure 8: Results from the SUS questionnaire with the post 
hoc p-values indicated. The red line indicates the threshold 
of 68 to make systems that are considered to be below average. 
Error bars represent standard error. 

seems to be high. Maybe the reason for the cognitive demand is 
the novel way to interact, which needs high concentration, and the 
cognitive demand will get lower after some practice. However, less 
eye movements will always be less demanding. 

6.2 Multi-Modal Interaction Approach 
There is a trade-of for a multi-modal interaction method with body 
and eye movements between mental and physical demands. The 
head-gesture method, which involves scrolling by head movement 
only and selection with a small head movement while looking at 
the intended item, minimizes both the physical and the mental 
demands. At the same time, future research must examine the 
methods’ robustness against accidental selection while doing other 
interactions. 

It seems that using a roll movement for the head gesture was a 
good choice. In previous studies, we used nodding (tilt) and shaking 
(pan), which was a source of problems. Participants tended to nod 
or shake their heads too vigorously, and the heavy head-mounted 

Figure 7: Scrolled distance over time with the four methods. 
The dashed line shows the trend line for the four methods. Figure 9: Results from the raw NASA-TLX questionnaire [10]. 
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device got out of place and eventually spoiled the eye-tracker cali-
bration. In the study, the participants performed the roll movement 
much softer. For answering yes-no questions with a head gesture, 
nodding and shaking the head is more intuitive. However, rolling 
the head may be the better option for selecting an item. 

Selecting an item from a scroll list consists of two basic interac-
tions: scrolling the list and selecting the item. Both basic interactions 
can be done with the dwell-time approach, the ofset between head 
and gaze vector, or head gestures utilizing the vestibulo-occular 
refex. We designed our study with both interactions being from 
the same type for consistency. However, this is not mandatory, 
and combining interaction methods of diferent types, for example, 
head-gaze ofset for scrolling and dwell-time for selection, needs to 
be explored in future research. 

6.3 Efect of List Entries 
Another interesting question is the infuence of the number of list 
entries on the quantitative and qualitative results. A limitation of 
our study was that we used only a fxed number of list entries. 
Also, dynamic scrolling behavior needs further investigation. Other 
questions are about selection in unsorted lists or how helpful a 
page-scroll mechanism is. 

6.4 Relation To Cognitive Load 
Observation from our previous studies on gaze interaction suggests 
that gaze interaction works best when the users are in a relaxed 
mood, while stressed users typically perform poorly. Stress seems 
to downgrade manual fne motor skills and also infuences eye 
movements. Hands gesticulate unconsciously, but we are used to 
performing willful movements even under stress. In contrast, the 
eyes are much less used to performing willful movements, and stress 
degenerates this ability [15]. The big question for gaze interaction is 
whether willful eye movements under stress are doable on a similar 
level as hands or the head can do or whether gaze interaction is 
only feasible with relaxed users. 

6.5 Limitations 
As with every study, the presented study has many limitations. One 
of the limitations is that the study was a laboratory study with 
controlled conditions. AR devices are partially transparent, which 
means the study results may depend on what the users see in the 
environment. Within an ofce environment, the participants chose 
a view direction with a smooth background and nothing moving in 
the feld of view. 

Another limitation lies in the AR device used for the study. The 
HoloLens is quite heavy, which may afect the performance of head 
gestures. Future AR devices will probably have less weight. The 
study only shows how users react to novel interaction techniques 
but does not tell how users will perform after some days of practice. 

Finally, the study design needed many decisions on parameter 
values for list entry sizes, angle thresholds for head movements, 
scroll speeds, scroll speed acceleration, dwell times, etc. Other pa-
rameter values will lead to diferent task completion times, error 
rates, and user judgments. 

7 CONCLUSIONS AND FUTURE WORK 
Despite the many limitations, the study brought valuable insights. 
First, the study shows that it is possible to interact with scroll lists 
only using gaze and head movements. TCTs and error rates are 
in an acceptable range for all tested interaction methods. The eye-
dwell method had the longest TCT, but reducing the long dwell time 
of 2 seconds to a dwell time below one second and implementing 
dynamic scroll behavior would bring the TCT down to the value of 
the other methods. Compared to the hands-only interaction, the 
gaze and head movement interaction allows for bigger distances be-
tween the user and the interaction objects, which feels subjectively 
nicer. 

The study’s main takeaway is that the users preferred the inter-
action method with the least gaze interaction. As a general design 
rule for developing hands-free interaction in AR and VR we recom-
mend using mostly head movements with only a little support by 
eye movements. 

We intend to investigate the efects of long-term usage. Efects 
like the gorilla arm syndrome become only obvious in longer studies. 
The same is true for training efects. After some training with a 
dwell-time approach, it is possible to reduce the dwell-time period, 
and the interaction will be more efcient. Experienced users may 
not need the red dot for the Gaze-Head Ofset method, resulting 
in less distraction. Working several days with one of the tested 
interaction methods may change the picture. 

Scrolling is a frequent interaction in graphical user interfaces, 
not only in lists but also in documents. Existing interfaces do not 
only provide scrolling by one list entry or text line but also scrolling 
by page. For long lists or documents, an option to scroll to the start 
or end of the list could be benefcial. Implementing these additional 
options and testing them in a study is another task for future work. 

The main research question, however, for future research is to 
fnd out why gaze interaction is so out of favor for the users. The 
big question is whether training will lead to ease of use and increase 
the acceptance of gaze interaction or whether gaze interaction has 
a general confict with unconscious eye movement. 

8 OPEN SCIENCE 
We encourage readers to reproduce and extend our results. There-
fore, we made the data collected in our study and our analysis scripts 
available on the Open Science Framework https://osf.io/q4e7k/. 
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