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Interaction Design

Chapter 6 (June 6th, 2011, 9am-12pm):
Laws of Interaction Design
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Laws of Interaction Design

• Moore’s law

• Buxton’s law

• Fitts’ law

• Steering law

• Guiard’s Kinematic chain model

• Hick’s law 

• Murphy’s law
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Why laws?
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I’ll be presenting some of the laws you can rely on when designing interactive systems.

The point is not to follow them blindly but to know they exist and use them as framing for your designs

It’s really like usability rules it’s good to know them but sometimes you have to break them or just ignore them



LMU München – Medieninformatik Interaction Design – SS2012Alexander Wiethoff + Heinrich Hussmann + Aurelien Tabard 

Laws of Interaction Design

• Moore’s law

• Buxton’s law

• Fitts’ law

• Steering law 

• Guiard’s Kinematic chain model 

• Hick’s law

• Law of practice

• Murphy’s law

4
4Thursday, May 24, 12



LMU München – Medieninformatik Interaction Design – SS2012Alexander Wiethoff + Heinrich Hussmann + Aurelien Tabard 

Moore’s law

“The complexity for minimum component costs has 
increased at a rate of roughly a factor of two per year…
Certainly over the short term this rate can be expected to 
continue, if not to increase. Over the longer term, the rate 
of increase is a bit more uncertain, although there is no 
reason to believe it will not remain nearly constant for at 
least 10 years. That means by 1975, the number of com-
ponents per integrated circuit for minimum cost will be 
65,000. I believe that such a large circuit can be built on a 
single wafer.”
[Moore, Gordon E. (1965). "Cramming more components onto integrated circuits". Electronics, Volume 38, Number 8, April 19, 1965.]
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Moore’s law illustration
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Source: http://en.wikipedia.org/wiki/File:Transistor_Count_and_Moore%27s_Law_-_2011.svg
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Moore’s law implications

Don’t worry too much about: 

‣  computing power

‣  storage capacity

‣  screen resolution

‣  device size

‣  weight 

‣  battery life (?)
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Laws of Interaction Design

• Moore’s law

• Buxton’s law

• Fitts’ law

• Steering law

• Guiard’s Kinematic chain model 

• Hick’s law 

• Law of practice

• Murphy’s law

8
8Thursday, May 24, 12



LMU München – Medieninformatik Interaction Design – SS2012Alexander Wiethoff + Heinrich Hussmann + Aurelien Tabard 

Buxton’s law

9

Moore’s law

Buxton’s law

God’s law
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The first line (gray) shows Moore’s law we’ve just talked about.
The second line shows the so called Buxton’s law: the number of features increased at each 
software release.
The last line (dashed), called God’s law by Bill Buxton shows the evolution of the human 
capabilities:


 Our intellectual and physical capabilities did not 
change much in 50 years and may not change much in 
the years to come.

 So how do we cope with this?
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Laws of Interaction Design
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So let’s dig into the physical capabilities of humans

More from
http://sixrevisions.com/usabilityaccessibility/improving-usability-with-fitts-law/
+ from Andreas’ slides
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Fitts’ law

The time to acquire a target is a function 
of the distance to and width of the target.
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Illustration from http://sixrevisions.com/usabilityaccessibility/improving-usability-with-fitts-law/
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While at first glance, this law might seem patently obvious, it is one of the most ignored principles in design. Fitts' law (properly per American English rules, spelled "Fitts's Law," though rarely done so) dictates 
the Macintosh pull-down menu acquisition should be approximately five times faster than Windows menu acquisition, and this is proven out.

Fitts' law dictates that the windows task bar will constantly and unnecessarily get in people's way, and this is proven out. Fitts' law indicates that the most quickly accessed targets on any computer display are 
the four corners of the screen, because of their pinning action, and yet, for years, they seemed to be avoided at all costs by designers.

Use large objects for important functions (Big buttons are faster).

Use the pinning actions of the sides, bottom, top, and corners of your display: A single-row toolbar with tool icons that "bleed" into the edges of the display will be many times faster than a double row of icons 
with a carefully-applied one-pixel non-clickable edge between the tools and the side of the display.
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Fitts’ law
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Small story about Fitts and his experiments...

• time is the amount of time required to complete the movement
• a and b are empirically determined regression coefficients, which is basically a fancy way of 

stating they are values gained from direct observation that build a slope.
• distance is a measurement from the starting point to the end point (target object)
• width is the width of the target object
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Fitts task:
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http://www.youtube.com/watch?v=kly2QA1bFc8
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Fitts’ law

Task difficulty is analogous to information,
‣ Execution interpreted as human rate of information processing (cf Shannon inf. theory).

Index of Performance (IP) = ID/MT  (bits/s)
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MT = a+ b log2 (
D
W
+1) Index of 

Difficulty (ID)
Movement 
Time (MT)

From: Stu Card. Lecture on Human Information Interaction.  Stanford, 2007.

‣ Time to position mouse proportional to 
Fitts’ Index of Difficulty ID.
[i.e. how well can the muscles direct the 
input device]

‣ Therefore speed limit is in the eye-hand 
system, not the mouse.
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50 years of data

15

inspired by S. Klemmer CS376-2006
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50 years of data
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http://www.designinginteractions.com/interviews/StuCard
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50 years of data
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Device Study IP (bits/s)
Hand Fitts (1954) 10.6

Mouse Card, English, & Burr (1978) 10.4

Joystick Card, English, & Burr (1978) 5.0

Trackball Epps (1986) 2.9

Touchpad Epps (1986) 1.6

Eyetracker Ware & Mikaelian (1987) 13.7

[MacKenzie, 1992] Fitts’ Law as a research and design tool in human computer interaction.

inspired by S. Klemmer CS376-2006
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Implications of Fitts’ law

Larger targets are easier to hit 
-> maximize button size

Movement time increases 
(logarithmically) with distance 
-> minimize distances
-> no movement is even better!

Infinite targets:
-> leverage screen borders 
-> leverage corners 
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Illustration from http://particletree.com/features/visualizing-fittss-law/
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Leverage screen borders:

 Mac’s top menu,

 Windows 95: Missed by a pixel

 Windows XP: Good to the last drop 

Leverage corners:

 - Active corners on MacOSX + Apple menu

 - Windows Start
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Bigger Is Not Always Better

Movement direction to target

Logarithmic improvements with size

19

MacKenzie revaluation of Card’s Fitts’ Experiment for text selection

Illustration from http://particletree.com/features/visualizing-fittss-law/
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Fitts’ law is a binary logarithm. This means that the predicted results of the usability of an 
object runs along a curve, not a straight line. At the scale of UI design, this means that a very 
small object will become significantly easier to click when given a 20% size increase, while a 
very large object will not share the same boost in usability when given the same 20% boost in 
size.
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Fitts’ law application to menu selection

Imagine a pop-up menu with 8 
entries 

Compare linear vs. pie menu

Selection time for each entry 

20

Control menus (Maya)Pie menus (Sims)
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Quiz
Microsoft Toolbars offer the user the option of displaying a label below each tool. Name at least one reason why labeled 
tools can be accessed faster. (Assume, for this, that the user knows the tool and does not need the label just simply to 
identify the tool.)

1. You have a palette of tools in a graphics application that consists of a matrix of 16x16-pixel icons laid out as a 2x8 array 
that lies along the left-hand edge of the screen. Without moving the array from the left-hand side of the screen or 
changing the size of the icons, what steps can you take to decrease the time necessary to access the average tool?

2. A right-handed user is known to be within 10 pixels of the exact center of a large, 1600 X 1200 screen. You will place a 
single-pixel target on the screen that the user must point to exactly. List the five pixel locations on the screen that the 
user can access fastest. For extra credit, list them in order from fastest to slowest access.

3. Microsoft offers a Taskbar which can be oriented along the top, side or bottom of the screen, enabling users to get to 
hidden windows and applications. This Taskbar may either be hidden or constantly displayed. Describe at least two 
reasons why the method of triggering an auto-hidden Microsoft Taskbar is grossly inefficient.

4. Explain why a Macintosh pull-down menu can be accessed at least five times faster than a typical Windows pull-down 
menu. For extra credit, suggest at least two reasons why Microsoft made such an apparently stupid decision.

5. What is the bottleneck in hierarchical menus and what techniques could make that bottleneck less of a problem?

6. Name at least one advantage circular popup menus have over standard, linear popup menus.

7. What can you do to linear popup menus to better balance access time for all items?

8. The industrial designers let loose on the Mac have screwed up most of the keyboards by cutting their function keys in 
half so the total depth of the keyboard was reduced by half a key. Why was this incredibly stupid?

21

From http://www.asktog.com/columns/022DesignedToGiveFitts.html
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The Answers

Let's start out with a preview of the answer to question 10, Fitts' law, since all the others revolve around it. From First Principles of Design:

• Fitts' Law: The time to acquire a target is a function of the distance to and size of the target.
This little bit of obviousness is so often ignored, I sometimes wonder if it is on purpose. Usually, though, it is merely a leading indicator of overall ignorance, amplified by superstition and unsullied by facts or 
study.

Fortunately, readers of AskTog, being as tenacious as they are perspicacious, either know exactly what Fitts' Law is or will before they go to bed tonight.

Fitts' Law (properly spelled "Fitts's," per the rules of American English, though rarely done so) is simple, absolute, and immutable. Let's see how it pertains to the questions:

Question 1

• Microsoft Toolbars offer the user the option of displaying a label below each tool. Name at least one reason why labeled tools can be accessed faster. (Assume, for this, that the user knows the tool and 
does not need the label just simply to identify the tool.)

Here are two answers. You may have more.

1. The label becomes part of the target. The target is therefore bigger. Bigger targets, all else being equal, can always be acccessed faster. Fitts' Law.
2. When labels are not used, the tool icons crowd together.

At first glance, it might appear advantageous to crowd the icons together, since it results in less distance among targets. However, the task here is not to hop from target to target. Instead, the point of origin 
when a user decides to access the toolbar will usually be somewhere in the content region, away from all the targets.

When the icons are spread apart, users have a "buffer zone" between icons, where an incorrect acquisition will result in no action. When the targets are crowded together, however, the user has more chance to 
initiate an unwanted action. To avoid this possibility, non-label users learn to slow way down. (Don't bother to ask them whether they've slowed down. They'll tell you it sped them up. Only the stopwatch 
knows for sure.)

Another way to make the targets bigger, of course, is to always choose large icons, rather than small. Pity the "power-user" with the 4x4-pixel icons who thinks he's going faster.

Question 2

• You have a palette of tools in a graphics application that consists of a matrix of 16x16-pixel icons laid out as a 2x8 array that lies along the left-hand edge of the screen. Without moving the array from 
the left-hand side of the screen or changing the size of the icons, what steps can you take to decrease the time necessary to access the average tool?

Two separate steps may be necessary to average tool access time. Both are important.

1. Change the array to 1X16, so all the tools lie along the edge of the screen.

2. Ensure that the user can click on the very first row of pixels along the edge of the screen to select a tool. There should be no buffer zone.
This second step is vital, and is so often ignored.

Remember that Fitts' Law states that access time is a function of distance and target size. If the target size is larger, then the time is reduced. It is reduced for a simple reason: the user need not slow down when 
approaching the target for fear of overshooting.

Now consider the screen edge. How deep is the target? If it were really only the one pixel it appears, it would be very hard to hit. However, the screen edge is, for all practical purposes, infinitely deep. It 
doesn't matter how fast that mouse is going when it hits the screen edge, that pointer absolutely will not overshoot. Having to hit a pixel two pixels in from the screen edge takes much longer than hitting the 
edge itself. Use that edge. It is your friend.

Question 3

• A right-handed user is known to be within 10 pixels of the exact center of a large, 1600 X 1200 screen. You will place a single-pixel target on the screen that the user must stop upon and point to exactly. 
List the five pixel locations on the screen that the user can access fastest. For extra credit, list them in order from fastest to slowest access.

No, this is not a trick question. And the first part should be immediately answerable by any interaction designer. The extra credit question is not quite as simple. But first, the locations of the five "magic pixels":

The prime pixel is located at the current location of the mouse pointer. Popup menus make use of this pixel, showing up relative to the mouse pointer, no matter where the user may have moved it. This pixel 
requires zero travel and is, in effect, an infinitely large target—you just can't miss it.

The other four pixels are located, on average, as far away from the mouse pointer as you can get. Their distance, however, is more than made up for by their target size, which is infinite in two dimensions. 
These magic pixels are the four corners of the screen. Throw the mouse in any direction you desire and the odds are overwhelming that if you threw it with enough velocity, it will end up in one of those four 
corners. This presupposes a properly designed acceleration function for the mouse.

The key to the extra credit question is in the user's right-handedness. A right-handed user can access, in order of increasing difficulty, and starting with the point already mentioned:

1. The pixel immediately at the current cursor location: Click the mouse and you're done.

2. The bottom-right corner.
3. The top-left corner.
4. The top-right corner.
5. The bottom-left corner.

If you hold the mouse in your right hand and move the mouse, using just your wrist and hand, in the four different directions, you will see how the mechanics of your arm leads to this. The answers for a left 
handed person are, of course, reversed.

These differences are relatively small compared to the power of the "magic pixels." All four corners should be used and used well.

Question 4:

• Microsoft offers a Taskbar which can be oriented along the top, side or bottom of the screen, enabling users to get to hidden windows and applications. This Taskbar may either be hidden or constantly 
displayed. Describe at least two reasons why the method of triggering an auto-hidden Microsoft Taskbar is grossly inefficient.

Now these should have started getting easier.

1. Screen edges are prime real estate. You don't waste an entire edge that could be housing a couple of dozen different fast-access icons just for one object, the Taskbar.
2. The auto-hidden Taskbar is entirely too easy to display by accident. Users are constantly triggering it when trying to access something that is close to, but not at, the edge.
3. The Taskbar would not have any of these problems, yet be even quicker to get to if it were located at any one of four corners of the display. Throw the mouse up and to the left, for example, and you'll 

have a taskbar displayed. Fast access without the false triggering.
Question 5

• Explain why a Macintosh pull-down menu can be accessed at least five times faster than a typical Windows pull-down menu. For extra credit, suggest at least two reasons why Microsoft made such an 
apparently stupid decision.

Microsoft, Sun, and others have made the decision to mount the menu bar on the window, rather than at the top of the display, as Apple did. They made this decision for at least two reasons:

1. Apple claimed copyright and patent rights on the Apple menu bar
2. Everyone else assumed that moving the menu bar closer to the user, by putting it at the top of the window, would speed things up.

Phalanxes of lawyers have discussed point 1. Let's deal with point two. The Apple menu bar is a lot faster than menu bars in windows. Why? Because, since the menu bar lies on a screen edge, it has an infinite 
height. As a result, Mac users can just throw their mice toward the top of the screen with the assurance that it will never penetrate and disappear.

Unless, of course, I'm testing them at the time. I did a test at Apple where I mounted one monitor on top of another, with the menu bar at the top of the lower display. The only way the user could get to the top 
monitor was by passing through the menu bar enroute.

I then gave users the task of repeatedly accessing menu bar items. When they first started out, they penetrated into the upper screen by around nine inches on average, just because their mouse velocity was so 
high. Then they learned they had to slow down and really aim for the menu. By the time they adjusted, their menu-access times became so ponderously slow, they took around the same time as the average 
Windows user.

The other "advantage" usually ascribed to a menu bar at the top of each window is that users always know where to look for the items pertaining to the task they are carrying out. This is silly. Users may do 
various tasks within a given window, and the menu items may change. Not only that, but a great many perverse applications exist, particularly in the Sun world, where the menu bar you need to access is not 
even in the window in which you are working! That is truly bizarre and mind-bending.

Microsoft applications are beginning to offer the possibility, in full-screen mode, of a menu bar at the top of the display. Try this out in Word or Excel. It is much faster. Microsoft's general cluelessness has 
never been so amply displayed, however, as it is in Microsoft Visual Studio, which has a menu bar at the top of the screen with a one-pixel barrier between the screentop and the menu. Talk about snatching 
defeat from the jaws of victory.

Question 6

• What is the bottleneck in hierarchical menus and what techniques could make that bottleneck less of a problem?

The bottleneck is the passage between the first-level menu and the second-level menu. Users first slide the mouse pointer down to the category menu item. Then, they must carefully slide the mouse directly 
across (horizontally) in order to move the pointer into the secondary menu.

The engineer who originally designed hierarchicals apparently had his forearm mounted on a track so that he could move it perfectly in a horizontal direction without any vertical component. Most of us, 
however, have our forarms mounted on a pivot we like to call our elbow. That means that moving our hand describes an arc, rather than a straight line. Demanding that pivoted people move a mouse pointer 
along in a straight line horizontally is just wrong. We are naturally going to slip downward even as we try to slide sideways. When we are not allowed to slip downward, the menu we're after is going to slam 
shut just before we get there.

The Windows folks tried to overcome the pivot problem with a hack: If they see the user move down into range of the next item on the primary menu, they don't instantly close the second-level menu. Instead, 
they leave it open for around a half second, so, if users are really quick, they can be inaccurate but still get into the second-level menu before it slams shut. Unfortunately, people's reactions to heightened 
chance of error is to slow down, rather than speed up, a well-established phenomenon. Therefore, few users will ever figure out that moving faster could solve their problem. Microsoft's solution is exactly 
wrong.

When I specified the Mac hierarchical menu algorthm in the mid-'80s, I called for a buffer zone shaped like a <, so that users could make an increasingly-greater error as they neared the hierarchical without 
fear of jumping to an unwanted menu. As long as the user's pointer was moving a few pixels over for every one down, on average, the menu stayed open, no matter how slow they moved. (Cancelling was still 
really easy; just deliberately move up or down.) Apple hierarchicals were still less efficient than single level menus, because of the added target, but at least they were less challenging than the average video 
game.

Sadly, the NeXT folks, when coming to Apple, copied Windows, rather than the Mac, in designing the hierarchical menu interface for OSX. Today's Mac hierarchicals are just as difficult to use as those of 
Windows.

Fitts' law is not just about target size and distance; it's also about the number of targets. The more targets, all else being equal, the longer the task will take. Hierarchicals automatically add one extra target. 
Making it difficult to enter a second-level menu adds an additional target, the second-level menu itself.

With my hierarchicals on the pre-OSX Macs, in most cases, the user did not even have to think about targetting the second-level menu. The menu opened, and the user simply aimed for the desired item. The 
only time the user had to consider the second-level menu separately was when there were so many items in the menu that the one the user was after was way up or way down the list, out of range of the 
allowable pivot for entry. Even then, users would typically arc along a more radical curve to reach their items in a single motion, rather than breaking things down into the jerky Etch-A-Sketch types of moves 
users typically make with today's hierarchicals.

When designing a user's required motions, reduce the number of motions needed along with both distance and required precision for each motion, then consider how your proposed scheme maps onto a 
human's ability to make those motions.

Question 7

• Name at least one advantage circular popup menus have over standard, linear popup menus.

With the options displayed around you in a circle, you need only move a pixel or two to enter the "slice of pie" you want. Less travel, good target size. Good design.

They have a second advantage of feeding not only distance, but direction information into your motor memory. As long as the options are few enough, you will soon learn to move your mouse up and to the left 
to print, down and to the right to fax, etc. In fact, once these simple gestures are learned, you needn't even display the menu anymore, unless the user hesitates long enough to indicate they may be unsure. (This 
was borne out during the course of the Fabrik project at Apple in the late 1980s.)

Question 8

• What can you do to linear popup menus to better balance access time for all items?

You can "Fittsize" them by making those items farther away from the mouse pointer larger. They need not literally be larger, since the user is not having any trouble seeing the farther items. Instead, the 
mapping of mouse-to-screen could be such that, as the user pulls further down the menu, more movement of the mouse is necessary to get a corresponding movement of the pointer. In effect, you are 
decoupling the behavioral map of the screen from the visual map.

Other decoupling tricks include setting up local gravity, so that once a mouse pointer gets near the target, it is drawn to the target. Barriers can be erected, so that once the mouse enters an object, it is difficult 
for it to pass through to the other side. This can be frustrating. Having a pressure-sensitive mouse that could "push through" if pushed down upon would enable the user either to be caught by the object or to 
flee to the territory beyond.

Reader Victor Zambrano has suggested another technique that will reduce acquisition time: Center the child menu, so that no item is more than total items/2 away from the mouse., as illustrated by Victor 
below:

Such a scheme, as Victor points out, doesn't work well with pull-down menus, unless the calling menu item is fairly far down the list. However, it is ideal for pop-up, contextual menus. Just ensure that the most 
important items are midway down the child menu, so they become the fastest to acquire.

Question 9

• The industrial designers let loose on the Mac have screwed up most of the keyboards by cutting their function keys in half so the total depth of the keyboard was reduced by half a key. Why was this 
incredibly stupid?

The farther away the target is, the larger it must be to retain access speed. Not only did the industrial designers reduce the total size of the target, they reduced it in the very dimension that was most critical. 
Stupid, stupid, stupid. What they should have done was to curve the keyboard sharply upward toward the back end, so that merely lifting the finger a few degrees would access the numeric and function keys, 
aiding both precision and speed.

Question 10

• What do the primary solutions to all these questions have in common?

You now know that it's Fitts' law. And you can use it in everyday design, whether you are building a new OS or laying out a new web page. When that default OK button, with only two characters, ends up 
really small, consider packing a few spaces in on either side to fill it out. If you have real control over your environment and are laying out a palette, make sure the user can access the tools by pinning against 
the screen edge. If you have menu bars at the top of the screen, use them! They are far more compact than a bunch of icons or buttons and, if you user-test, you will see they are faster. And if you work at 
Microsoft or Apple, consider listening to the people that have a clue when it comes to interaction design. They do exist. I've talked with them before. You might try talking with them, too.

I am indebted to Frank Ludolph and Craig Oshima for taking the test and finding a lot of additional correct answers, all of which I've attempted to include here.

If you would like to read more about Fitts' Law, I strongly recommend:

Walker, Neff and Smelcer, John (1990). "A Comparison of Selection Time from Walking and Bar Menus." Proceedings of CHI’90, Addison-Wesley, Reading, Mass., pp. 221-225.

As for how you did? If you can answer 10 out of 10 now, with understanding, and are prepared to apply the lessons learned, that's all that matters.
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Laws of Interaction Design

• Moore’s law

• Buxton’s law

• Fitts’ law

• Steering law 

• Guiard’s Kinematic chain model

• Hick’s law

• Law of practice

• Murphy’s law
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So we have seen Fitt’s law. Actually this law only applies for 1D movement. In the real life 
movements are not so straight. This is where Steering’s law come into action
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Steering law

23
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Then, a straight tunnel of length A and constant width W can be approximated as a sequence 
of N evenly spaced goals, each separated from its neighbours by a distance of A/N. We can let 
N grow arbitrarily large, making the distance between successive goals become infinitesimal. 

The total time to navigate through all the goals, and thus through the tunnel, is the sum of 
the horizontal and vertical steering tasks.

BUT Actually things are a bit different!

 on the mac, someone gave it some thoughts and you are actually not forced to have 
follow a the menu item, you can go in diagonal! 

 Compare that to most webbased menus specially the ones made with CSS which can’t 
have any timeout and are only based on hover states.
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Steering law on curved paths

24

average time to navigate through the path

C is the path parameterized by s:

Procedure and design
Ten subjects participated in this experiment. The design and
procedure of the experiment was the same as for experiment
2. Parameters were set as follows: 1 = 20, 30, 40, 50; 2
= 8; = 250, 500, 750, 1000.

Results
As shown in Figure 8, the completion time of the successful
trials and index of difficulty for the narrowing tunnel steering
task once again forms a linear relationship as follows:

532 93 with: 2 0 978 (11)
Due to the high constraint on the right end of the tunnel, high
error rate occurred in all conditions. The average error rate
is close to 18%.
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Figure 8: Scatter-plot of the MT-ID relationship for
the narrowing tunnel task

A GENERIC APPROACH: DEFINING A GLOBAL LAW
The narrowing tunnel study brought the new concept of inte-
grating the inverse of the path width along the trajectory. We
believe that this approach is generic, that is to say that it is
possible to propose an extension of this method to complex
paths such as the one shown in Figure 9.

(C)

s

ds
W(s)

Figure 9: Integrating along a curve

To establish a generic formula, we introduced the curvilinear
abscissa as the integration variable: if is a curved path,
we define the index of difficulty for steering through this
path as the sum along the curve of the elementary indexes of
difficulty. We thus obtain the generic expression of :

(12)

Our hypothesis was then that the time to steer through is
linearly related to , that is:

(13)

where and are constants. This formula is a generalization
of the cases presented earlier, which can be deduced from it.
As an example, let us consider the horizontal steering task
corresponding to experiment 2. In this case, is constant
and equal to , so that equation 13 gives:

1 (14)

which is equation 7 found in experiment 2.

EXPERIMENT 4: SPIRAL TUNNEL
In order to test our method for complex paths, we studied a
new configuration, the spiral tunnel, such as that shown in
Figure 10. Subjects were asked to draw a line from the center
to the end of the spiral.

Figure 10: An instance of spiral

We defined a set of spirals 0 by varying two
parameters: is the parameter influencing the increase of
the width of the spiral; stands for the number of “turns”
of the spiral. Figure 10 shows an example of such a spiral,

2 15.

The equation of in polar coordinates is:

3 with: 2 2 1 (15)

This set of spirals has been chosen to guarantee that the width
of the path will vary significantly.

Our goal here is to predict the difficulty for steering these
spirals. To apply the previous method, we must determine
both the curvilinear abscissa function of and the width of
the path for any .

A good approximation for the width of the path for a given
angle is:

2 3 3 (16)

and it can be proven that:

6 9 4 (17)

We can then apply Equation 12 and make a summation of
elementary s, and obtain:

2 1

2

6 9 4

2 3 3 (18)

width of the path at s

experimentally fitted constants

24Thursday, May 24, 12

if is a curved path, we define the index of difficulty for steering 
through this path as the sum along the curve of the elementary 
indexes of difficulty. 
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Steering Law applications

25
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Applications

Steering tasks can be related to crossing tasks:

26
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ABSTRACT 
We introduce CrossY, a simple drawing application 
developed as a benchmark to demonstrate the feasibility of 
goal crossing as the basis for a graphical user interface. We 
show that crossing is not only as expressive as the current 
point-and-click interface, but also offers more flexibility in 
interaction design. In particular, crossing encourages the 
fluid composition of commands which supports the 
development of more fluid interfaces. 
While crossing was previously identified as a potential 
substitute for the classic point-and-click interaction, this 
work is the first to report on the practical aspects of 
implementing an interface based on goal crossing as the 
fundamental building block. 

CATEGORIES AND SUBJECT DESCRIPTORS 
H.5.2 Graphical User Interfaces, Input Devices and 
Strategies; D.2.2 User Interfaces; I.3.6 Interaction 
Techniques  

ADDITIONAL KEYWORDS AND PHRASES 
Crossing based interfaces, command composition, fluid 
interaction, pen-computing 

INTRODUCTION 
The recent introduction of portable, pen-based computers 
has demonstrated that, while very powerful, the standard 
WIMP-interface (Windows, Icons, Menus, and Pointers) is 
not very well adapted to direct pen interaction. Many 
WIMP interactions that were originally developed for the 
mouse are difficult to perform with a pen on a tablet 
computer. A prime example is the double click: while easy 
to perform in a mouse environment (since the pointer is 
stable), it proves to be quite difficult in pen-based 
interfaces. Other difficulties that arise in pen-based 

interfaces include occlusions created by the user’s hand due 
to the direct setting, difficulties in using modifier keys 
(such as pressing shift to extend the current selection), and 
reduced access to keyboard shortcuts which are crucial for 
expert performance. 
Several solutions have been proposed to address these 
problems. However, by its very nature, the design paradigm 
of current Graphical User Interfaces (GUI) is not well 
adapted to the pen's natural affordance of drawing strokes. 
Traditional point-and-click interfaces insist on segmenting 
user interactions in a sequence of point-and-click 
interactions. Using such interfaces with a pen may be 
frustrating, as users are forced to alternate between a very 
natural and fluid input mode for sketching or taking notes 
and a very rigid and segmented interaction while using the 
GUI elements. 
At the same time, recent experimental results by Accot et 
al. [3] have suggested that steering through goals can be at 
least as efficient as pointing and clicking and could be a 
viable substitute to pointing and clicking. Yet, with a few 

 
Figure 1 The CrossY interface showing the brush-
palette (left) and the main palette with a find/replace 
dialogue box (right). 

Permission to make digital or hard copies of all or part of this work 
for personal or classroom use is granted without fee provided that 
copies are not made or distributed for profit or commercial advantage 
and that copies bear this notice and the full citation on the first page. 
To copy otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee. 
UIST ’04, October 24–27, 2004, Santa Fe, New Mexico, USA. 

    Copyright © 2004 ACM 1-58113-957-8/04/0010. . . $5.00. 

3Volume 6, Issue 2
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Laws of Interaction Design

• Moore’s law

• Buxton’s law

• Fitts’ law

• Steering law 

• Guiard’s Kinematic chain

• Hick’s law 

• Law of practice

• Murphy’s law

27
27Thursday, May 24, 12

So we have seen Fitt’s law. Actually this law only applies for 1D movement. In the real life 
movements are not so straight. This is where Hick’s law come into action
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A human capability

28

From The Two-Handed Desktop Interface: Are We There Yet? [MacKenzie & Guiard, 2001]

28Thursday, May 24, 12

Humans are not only two-handed-they use their hands differently. Research on the between-hand 
division of labor in everyday tasks [3] and HCI [1] reveals that most tasks are asymmetric. Typically, the 
non-preferred (NP) hand leads, sets the frame of reference for the preferred (P) hand, and works at a 
relatively coarse level. The P hand follows, works within the frame of reference set by the NP hand, and 
acts at a finer level.

In this illustration you can see a right-handed artist is sketching the design of a new car. The artist 
acquires the template with her Left Hand (NP hand goes first); the template is manipulated over the 
workspace (coarse movement, sets frame of reference). The stylus is acquired in the RH (P hand 
follows) and brought into the vicinity of the template (works within frame of reference set by NP hand). 
Sketching takes place (P hand makes precise movements).
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Guiard’s Kinematic Chain

Non-dominant hand provides a frame of reference for the dominant hand 

‣ Non-dominant hand operates at a coarse temporal and spatial scale; 

‣ Dominant hand operates at a fine temporal and spatial scale

29

“Under standard conditions, the spontaneous 
writing speed of adults is reduced by some 20% 
when instructions prevent the non-preferred 
hand from manipulating the page”

29Thursday, May 24, 12
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Two handed-interaction at the desktop

30

From The Two-Handed Desktop Interface: Are We There Yet? [MacKenzie & Guiard, 2001]

30Thursday, May 24, 12

Toolglass palette...

Kinect etc.
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Application - how do people hold tablets?

31

Thumb Bottom 
(TBottom)

Thumb Corner 
(TCorner)

Thumb Side 
(TSide)

Fingers Top 
(FTop)

Fingers Side
(FSide)

Figure 2. Five spontaneous holds (portrait orientation).

positions included the four screen borders and horizontally
and vertically in the screen center.

Participants were asked to hold the iPad comfortably and
perform each task as quickly as possible. They were allowed
to adopt a new hold only when beginning a new block.
Sessions lasted approximately 45 minutes. At the end, we
debriefed each participant as to the true goal of the study to
learn how they chose to hold the tablets. We first asked them
to reproduce the holds they had used and then to adapt them
so that the fingers or thumb of the support hand could reach
the touch screen. We asked them to rate comfort and ease
of interaction when using the support hand to interact and
whether they had suggestions for other holding positions.

Data collection. We videotaped each trial and coded how
participants supported the tablet with the non-dominant hand,
wrist or forearm. We collected touch events, including those
that occurred outside experiment trials and while reading
instructions. We also measured completion time per trial.

Results
We did not find a single, optimal hold and found significant
differences according to experience. All four novices used the
same uncomfortable position: the fingers, thumb and palm of
their non-dominant hand supported the center of the tablet,
like a waiter holding a tray. Novices found this tiring but
worried that the tablet would slip if they held it by the border.
None found other holds. In contrast, the four experts easily
found a variety of secure, comfortable holds. We identified
ten unique holds, five per orientation, all of which involved
grasping the border of the tablet with the thumb and fingers.
Fig. 2 shows these five holds in portrait mode, with the thumb
on the bottom, corner or side, or the fingers on the top or side.

Table 1 shows how these holds were distributed across the six
conditions: most common was F-side (41%), least common
was T-side (9%). The latter was deemed least comfortable,
especially in landscape mode, but participants felt that they
could use it for a short time. Experts tried nine of ten possible
holds in the sitting and walking conditions, but only six
when standing, omitting F-top or T-side in both orientations.
Individuals varied as to how many unique holds they tried,
from three to eight of ten possible. All switched holds at least

Table 1. Total holds per condition (expert users)

F
side

T
bottom

F
top

T
corner

T
side

La
nd

sc
ap

e 3 4 4 4 1
8 4 0 4 0
4 4 7 0 1

Po
rtr

ai
t 8 3 1 0 4

8 4 0 4 0
8 1 3 1 3

41% 21% 16% 14% 9%

once and two switched positions often (50% and 66%) across
different blocks of the same condition.

We were also interested in whether accidental touches, de-
fined as touches located more than 80 pixels from the target
or slider, during or outside of experiment trials, interfered
with intentional touches by the dominant hand. Experts who
carried the tablet by the border made very few accidental
touches (3%). All were with the dominant hand, far from the
screen border, suggesting that they unconsciously prevented
the support hand from touching the screen.

Design Implications
First, tablets can feel heavy and users are more comfortable
when they can change orientation or swap the thumb and
fingers. We should thus seek a small set of roughly equivalent
bimanual interactive holds that are easy to shift between,
rather than designing a single, ‘optimal’ hold. Second, users
can use the thumb and fingers of the support hand for interac-
tion. We can thus create interactive zones on the edges of the
tablet, corresponding to the holds in Fig. 2, which were not
vulnerable to accidental touches. Fig. 3 shows these zones in
portrait and landscape mode. Although changes in the form
factor of a tablet, such as its size, shape or weight, may affect
these holds, users are still likely to shift between holds for
comfort reasons, just as when reading a book or holding a
notebook.

Fingers

Thumbs

Fingers

Thumbs

Portrait Landscape

Figure 3. Five support-hand interaction zones.

The next section describes BiTouch, a design space for ex-
ploring how to incorporate bimanual interaction on hand-held
multitouch tablets.
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Figure 4. The user creates a spatial frame, supports the device, and
interacts with it. Different holds offer different trade-offs with respect
to interactive power and comfort.

BiTouch DESIGN SPACE
Unlike desktop PCs or multi-touch tables, bimanual interac-
tion on hand-held tablets must account for the dual role of
the non-dominant hand as it simultaneously carries the tablet
and interacts with it. Although we designed the BiTouch
design space to explore bimanual interaction on hand-held
tablets, the reasoning applies to a wider range of human-body
interaction with objects [19] and devices ranging from small,
mobile devices to large, fixed interactive tables or walls.

Kinematic Chain: Frame, Support, Interact
The first step is to understand the complementary roles of
support and interaction. Guiard’s [9] analysis of bimanual in-
teraction emphasizes the asymmetric relationship commonly
observed between the two hands. He proposes the kinematic
chain as a general model, in which the shoulder, elbow, wrist
and fingers work together as a series of abstract motors. Each
consists of a proximal element, e.g. the elbow, and a distal
element, e.g. the wrist, which together make up a specific
link, e.g. the forearm. In this case, the distal wrist must
organize its movement relative to the output of the proximal
elbow, since the two are physically attached.

Guiard argues that the relationships between the non-dominant
and dominant hands are similar to those between proximal
and distal elements: the former provides the spatial frame of
reference for the detailed action of the latter. In addition, the
movements of the proximal element or non-dominant hand
are generally less frequent and less precise and usually pre-
cede the movements of the higher frequency, more detailed
actions of the distal element or dominant hand.

We see the kinematic chain in action when users interact with
hand-held tablets: the non-dominant hand usually supports
the tablet, leaving the fingers and thumb of the dominant hand
free to interact. Fig. 4 shows three bimanual alternatives,

Table 2. Trading off framing, support and interaction functions of the
kinematic chain with respect to the body and the device.

Framing
Location: proximal link in the kinematic chain
Distribution: 1 – n body parts

Support
Location: none or middle link in the kinematic chain
Distribution: 0 – n body parts
Independence: 0% – 100% body support

Interaction
Location: distal link in the kinematic chain
Distribution: 1 – n body parts
Degrees of freedom: 0% – 100% body movement
Technique: touch, deformation,...

based on the location of tablet support within the kinematic
chain: the palm or forearm of the non-dominant arm (Fig. 4a,
4b); shared equally between the palms of both hands (Fig.
4c). In each case, the most proximal links control the spatial
frame of reference; support links are always intermediate be-
tween framing and interaction links; and the most distal links
use whatever remains of the thumb and fingers to interact.

The preliminary study highlighted ten user-generated support
holds that permit the thumb or fingers to reach the interactive
area. Each poses trade-offs between comfort and degrees of
freedom available for interaction. For example, supporting
the tablet with the forearm (Fig. 4b) provides a secure, stable
hold but forces the fingers to curl around the tablet, leaving
little room for movement. In contrast, holding the tablet in the
palm (Fig. 4a) gives the thumb its full range of movement, but
is tiring and less stable.

Note that comfort is subjective, influenced not only by the
physical details of the device, such as its weight, thickness
and size of the bezels, but also by how the tablet is held. For
example, shifting between landscape and portrait orientations
changes the relative distance between the tablet’s central
balance point and the most distal part of the support link. The
tablet acts as a lever: users perceive it as heavier as support
moves further from the fulcrum. The next step is to formalize
these observations into a design space that describes existing
and new bimanual holds and interaction techniques.

BiTouch Design Space
Table 2 summarizes the key dimensions of the BiTouch de-
sign space, according to framing, support and interaction
functions of the kinematic chain. Each is affected by the
relationship between specific characteristics of the human
body, the physical device and the interaction between them.

Framing is handled at the most proximal locations within the
kinematic chain and may be distributed over multiple parts of
the body. Support always occurs in locations within the kine-
matic chain, distal to the frame. Support may be completely
distributed over one or more body parts, symmetrically or
not; shared with an independent support, e.g. a table or lap;
or omitted, e.g. interacting on a freestanding interactive table.

Interaction is always handled at the most distal location in
the kinematic chain, immediately after the support link. Inter-
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J. Wagner, S. Huot, W. E. Mackay. BiTouch and BiPad: 
Designing Bimanual Interaction for Hand-held Tablets. 
In CHI’12: Proceedings of the 30th International 
Conference on Human Factors in Computing Systems, 
ACM, May 2012.
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Laws of Interaction Design

• Moore’s law

• Buxton’s law

• Fitts’ law

• Steering law

• Guiard’s Kinematic chain

• Hick’s law 

• Law of practice

• Murphy’s law

32
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Hick’s law

33

T = b · log₂ (n + 1)Time

Coefficient Choices

binary search strategy

Given n equally probable choices, 
the average reaction time T required 
to choose among them is:

33Thursday, May 24, 12

d = constant value, experimentally determined
n = number of choices
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Hick Law Examples

34

http://www.hier-luebeck.de/wp-content/uploads/2010/09/StartMenueWindows7.jpg

http://www.photosophic.com/iphone_screen

34Thursday, May 24, 12
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Hick’s law

35

T = b · log₂ (n + 1)

35Thursday, May 24, 12

• Given n equally probable choices, the average reaction time T required to choose among 
them [read formula]

• where b is a constant that can be determined empirically by fitting a line to measured data. 
Operation of logarithm here expresses depth of "choice tree" hierarchy. Basically log2 
means that you perform binary search. According to Card, Moran, and Newell (1983), the 
+1 is "because there is uncertainty about whether to respond or not, as well as about which 
response to make." 

• Hick's Law is similar in form to Fitts's law. Intuitively, one can reason that Hick's Law has a 
logarithmic form because people subdivide the total collection of choices into categories, 
eliminating about half of the remaining choices at each step, rather than considering each 
and every choice one-by-one, requiring linear time.

• Hick's Law is sometimes cited to justify menu design decisions. However, applying the 
model to menus must be done with care. For example, to find a given word (e.g. the name 
of a command) in a randomly ordered word list (e.g. a menu), scanning of each word in the 
list is required, consuming linear time, so Hick's law does not apply. However, if the list is 
alphabetical and the user knows the name of the command, he or she may be able to use 
a subdividing strategy that works in logarithmic time.
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In another context...

36

http://www.youtube.com/watch?v=w0hJveJ8Hp0

36Thursday, May 24, 12
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Laws of Interaction Design

• Moore’s law

• Buxton’s law

• Fitts’ law

• Steering law

• Guiard’s Kinematic chain

• Hick’s law 

• Law of practice

• Murphy’s law

37
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The Power Law of Practice

‣ When performing a task based on practice trials, people improve in speed at a decaying 
exponential rate.

‣ The time needed for a particular task decreases in proportion to the number of practice trials 
taken raised to a power of about -0.4

‣ The logarithm of the time needed for a particular task decreases linearly with the logarithm 
of the number of practice trials taken (this formulation is for the math geeks...)

38

T(n) = T(1).na + c

Completion time 
for trial n

Completion time 
for trial 1

Constants

38Thursday, May 24, 12

The quantitative statement of the power law of practice has been applied to a wide variety of different 
human behaviors: immediate response tasks, motor perceptual tasks, recall tests, text editing, and more 
high-level, deliberate tasks such as game playing (from University of Michigan, Artificial Intelligence 
Laboratory: Power law of Practice, adapted).

Because of the decay according to a power function, we can make two observations:

• The largest improvements in speed are made during the very first trials. Therefore, we should be 
careful with generalizing timing results from first-time users.

• The learning process lasts virtually endlessly. With workers who rolled cigars, small improvements 
were demonstrated even after tens of thousands of trials.
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Laws of Interaction Design

• Moore’s law

• Buxton’s law

• Fitts’ law

• Steering law

• Hick’s law 

• Guiard’s Kinematic chain

• Law of practice

• Murphy’s law

39
39Thursday, May 24, 12

So we have seen Fitt’s law. Actually this law only applies for 1D movement. In the real life 
movements are not so straight. This is where Hick’s law come into action
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Murphy’s law

“If there's more than one possible outcome of a job or 
task, and one of those outcomes will result in disaster or 
an un-desirable consequence, then somebody will do it 
that way.“

40

“Whatever can go wrong, will go wrong.“
[Edward Aloysius Murphy Jr., 1949]

40Thursday, May 24, 12
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Implications of Murphy’s law

‣ Prepare for human errors, wrong input etc. 

• do sanity checks in dialogs

• provide useful defaults

• make serious mistakes hard

‣ When building stuff, provide extra time for: 

• mistakes in manufacturing

• non-functioning tools

• faulty material

• misunderstandings

41
41Thursday, May 24, 12
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Examples

42
42Thursday, May 24, 12
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Anti Fitts law

43

http://www.codinghorror.com/blog/2010/03/the-opposite-of-fitts-law.html

43Thursday, May 24, 12
In the cockpit of every jet fighter is a brightly painted lever that, when pulled, fires a small rocket engine underneath the pilot's seat, blowing the pilot, still in his seat, out of the aircraft to parachute safely to 
earth. Ejector seat levers can only be used once, and their consequences are significant and irreversible.
Applications must have ejector seat levers so that users canâ€”occasionallyâ€”move persistent objects in the interface, or dramatically (sometimes irreversibly) alter the function or behavior of the application. 
The one thing that must never happen is accidental deployment of the ejector seat.

http://www.codinghorror.com/.a/6a0120a85dcdae970b01310fd5e9f8970c-800wi
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- Protection of the tabletop
- Rotation of the racks
- Tangible not used.



Breakoutsession No. 4

Brainstorming
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Looking back… (Discussion)

• discuss experiences made during the interviews

– What was you strategy to prepare the interview?
– What was your target group?
– Was it easy to find interviewees?
– How did the interviews go?
– Was the preparation sufficient?
– Was it easy to receive the information you were looking for?
– How long did the interview take?
– How did you record the results?
– What will you do different in your next interview?
– Do you have any other tips for the others?

46Thursday, May 24, 12
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Affinity Diagram

• recap:

– method for sorting and 
making sense out of data

– helps to identify themes and 
discover unseen connections

– data points can be recorded 
on sticky notes and sorted 
into logical groups/themes

http://conceptdevelopmentlmu.wordpress.com/

47Thursday, May 24, 12
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Affinity Diagram

• process overview:

1. use recorded research data to 
identify ideas, aspects, issues

2. record each finding on post-it notes
3. look for related ideas
4. sort notes into groups until all cards 

have been used
5. repeat as many times as needed
6. add labels to themes if appropriate
7. draw connections between findings 

and themes
http://conceptdevelopmentlmu.wordpress.com/
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Affinity Diagram

– everyone reads through the 
post-it’s and arranges them

– everyone is allowed to re-
order

– group post-it’s into themes
– name and discuss the themes
– rate themes and ideas to 

weight your findings
http://conceptdevelopmentlmu.wordpress.com/

• guideline – how to cluster and model data:

49Thursday, May 24, 12
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Brainstorming

• rules :
– avoid too early judgment

• there are no bad ideas
– bring in also crazy ideas

• it’s the wild ideas that often provide the breakthroughs
– place ideas on top of each other

• think ‘and’ rather than ‘but’
– keep the focus on the topic

• you get better output if everybody is disciplined
– one conversation at a time

• that way all ideas can be heard and built upon
– vote for the best ideas!

http://conceptdevelopmentlmu.wordpress.com/
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Task for Today

– affinity diagram
• create an affinity diagram to analyse your data

– brainstorming
• pick one theme 
• try to find a solution that solves the problem or 

improves the quality of the task
• target device characteristics:

otouch screen
omobile

– before you go
• come to us and show your concept!

http://conceptdevelopmentlmu.wordpress.com/

51Thursday, May 24, 12



8LMU München – Medieninformatik – Alexander Wiethoff + Heinrich Hussmann + Aurelien Tabard – Interaction Design – SS2012 

Homework

–work on your concept

–create a visual presentation of your concept:

• containing sketches and annotations
• send it via email to sebastian.loehmann@ifi.lmu.de 
• file format: PDF
• deadline: Sunday 27.05.2012  –  21:00
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